
HAL Id: hal-03013129
https://insa-toulouse.hal.science/hal-03013129v1

Submitted on 2 Feb 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Advances in Digital Image Correlation (DIC)
Jean-Noël Périé, Jean-Charles Passieux

To cite this version:
Jean-Noël Périé, Jean-Charles Passieux. Advances in Digital Image Correlation (DIC). Applied Sci-
ences, 2020, �10.3390/books978-3-03928-515-0�. �hal-03013129�

https://insa-toulouse.hal.science/hal-03013129v1
https://hal.archives-ouvertes.fr


Advances in 
Digital Image 
Correlation (DIC)

Printed Edition of the Special Issue Published in Applied Sciences

www.mdpi.com/journal/applsci

Jean-Noël Périé and Jean-Charles Passieux
Edited by

Advances in Digital Im
age Correlation (DIC)   •   Jean-N

oel Perie and Jean-Charles Passieux



Advances in Digital Image
Correlation (DIC)





Advances in Digital Image
Correlation (DIC)

Special Issue Editors

Jean-Noël Périé     
Jean-Charles Passieux

MDPI • Basel • Beijing • Wuhan • Barcelona • Belgrade



Jean-Charles Passieux

Institut Clément Ader (ICA),

INSA Toulouse
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1. Introduction

Digital Image Correlation (DIC) has become the most popular full field measurement technique in
experimental mechanics. It is a versatile and inexpensive measurement method that provides a large
amount of experimental data. Because it can take advantage of a huge variety of image modalities,
the technique allows covering a wide range of space and time scales. Stereo extends the scope of DIC
to non-planar cases, which are more representative of industrial use cases. With the development of
tomography, Digital Volume Correlation now gives access to volumetric data. It makes it possible to
study the inner behavior of materials and structures.

However, the use of DIC data to quantitatively validate models or accurately identify a set of
constitutive parameters is not yet straightforward. One of the reasons lies in the tricky compromises
between measurement resolution and spatial resolution. Second, the question of the boundary
conditions is still an open question. Another reason is that the measured displacements are
not directly comparable with usual simulations. Finally, the use of full field data leads to new
computational challenges.

2. Advances in DIC

In reviewing the 16 articles published in this special issue, it is interesting to see that they cover
some of the current challenges and relevant topics facing the international Digital Image Correlation
community. Applications of DIC to various scales of space and time or for the inspection of mechanical
phenomena involving different types of materials (composite, metals, earth, biological tissues, etc.), in
possibly complex environments. The question of large strains is also addressed. The papers address
full-field measurements, their use for validation of mechanical models and for the identification of
delicate mechanical properties. The coupling of DIC with other techniques is also an burning issue
discussed in the special issue. Concerning the DIC variants, 2D DIC, stereo DIC and 3D Digital Volume
Correlation (DVC) are also covered. Finally, the collection of articles also addresses algorithmic issues
and questions related to efficient implementation.

More precisely, with regards to applications, in [1], transient kinematic measurements are
performed with DIC for the inspection of the in-situ manufacturing of thermoplastic composite
materials. The response of copper plates subjected to impulsive loading in complex fluid-structure
environment, studied in [2] using high-speed stereo-DIC, illustrates the wide range of time scales that
can be addressed by DIC. Along the same line, high-speed camera based DIC was used in [3] to observe
ruptures during stick-slip motions of a simulated earthquakes. Still in the field of geomechanics,
paper [4] measured earth surface dynamics and investigated the issue of application of DIC under
severe environmental and lighting conditions and at very large space scales. The question, addressed
in [5], of the thermal environment is also central for the (thermo-)mechanical analysis of materials,
and it raises a whole set of experimental problems (texture, acquisition, filtering, etc.). Regarding
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an atypical application, balloons, the authors of [6] recall that the field of (very) large deformation
is still wide open and depending on the use case, special specific experimental configurations may
help. It is also a theme addressed by [7] where calibrated targets were used to evaluate measurement
uncertainties in this large deformation regime. The possibility to bridge more intimately measurements
and models is highlighted in [8] where experimental measurements are combined to a model to extract
mechanical fields with a certain mechanical admissibility close to a shear crack at bi-material interface.
A little further on in the coupling between models and measurements, [9] proposed an interesting
methodology to quantitatively characterize mechanical (interlaminar) properties reputed to be difficult
to identify using finite element model updating techniques. Among current topics, the coupling of
DIC with other types of instrumentation techniques or more generally data fusion is discussed in
Article [10]. A comparative analysis based on DIC and Accoustic Emission techniques is helpful to
comprehend the characteristics of concrete fracture process zones. In addition to the classic 2D DIC,
several variants are also illustrated in this special issue. For example, stereo-DIC is an ally of choice for
the validation of models on complex or large poly-instrumented structures. The issue of calibrating
several independent benches using valuable CAD information is discussed in [11]. Conversely, when
non-planar tests are to be instrumented at small scales or in conditions of difficult access, stereo can
be used with a single camera by adapting the mounting with, for example, prisms and mirrors [12].
Another variant of DIC, which is still in its infancy, relies on X-ray based digital volume imaging.
Increasingly, the measurement of 3D fields in material bulk (DVC) is leading mechanical engineers
to rethink the way they conduct tests, developing, in addition to new image correlation algorithms,
special machines that allow in-situ testing. This trend is illustrated in article [13]. Volume measurement
with X-ray tomography is not the only volume imaging method of interest in mechanics. For example,
Optical Coherence Tomography (OCT) allows this kind of investigation to be carried out and is
particularly interesting for biological materials. The results obtained, combined with identification
techniques, make it possible to estimate some mechanical properties [14]. Last but not least, the last
part concerns algorithmic issues. The choice of correlation metrics itself is still under investigation.
For instance, in [15], the authors present different metrics based on the gradients of the image rather
than on the grey level. The above-mentioned question of large deformations implies, in addition to
experimental constraints, particular complexities from an algorithmic point of view. Initialization in
the large deformations framework of the correlation algorithm is also a topical issue [16].
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Abstract: A super pressure balloon (SPB) is an aerostatic balloon that can fly at a constant altitude for
an extended period. Japan Aerospace Exploration Agency (JAXA) has been developing a light-weight,
high strength balloon made of thin polyethylene films and diamond-shaped net with high tensile
fibers. Previous investigations proved that strength requirements on SPB members are satisfied even
though the net covering the SPB sometimes becomes damaged during the inflation test. This may
be due to non-uniform expansion, which causes stress concentration, however, no method exists
to confirm this hypothesis. In this study, we tested a new method called Simplified Digital Image
Correlation method (SiDIC) to check if it can measure the displacement of the SPB by using a rubber
balloon. After measuring the measurement accuracy of the Digital Image Correlation method (DIC)
and SiDIC, we applied both DIC and SiDIC to a rubber balloon covered just with the net. Interestingly,
SiDIC entailed a smaller amount of data but could measure the deformation more accurately than
DIC. In addition, assuming the stress concentration, one part of the net was bonded to the balloon to
restrict the deformation. SiDIC properly identified the undeformed region.

Keywords: super pressure balloon; stress concentration; strain; non-contact measurement;
digital image correlation; large deformation

1. Introduction

A super-pressure balloon (SPB) is a vehicle that can fly at a constant altitude for an extended
period to perform scientific observations at a fraction of the cost of using a satellite. The SPB maintains
its internal gas at a pressurized state, which suppresses buoyancy fluctuation when the balloon volume
changes due to atmospheric temperature variations between day and night [1,2]. JAXA has been
developing a lightweight, high strength balloon made of thin polyethylene films and a diamond-shaped
net with high strength tensile fibers. Previous research shows that the tensile strength of the net meets
requirements on SPB member strength, though the nets covering the SPB sometimes become damaged
during the inflation test [3–5]. This may be due to non-uniform expansion, which causes stress
concentration, although no method exists to confirm this hypothesis [6–8]. Contact measuring devices
like strain gauges are not suitable because the SPB is too large to monitor the whole balloon and
because they can deform the balloon surface during the contact measurement. Conversely, non-contact
measurement methods such as the Digital Image Correlation method (DIC) can be efficiently used for
this application.

Appl. Sci. 2018, 8, 2009; doi:10.3390/app8102009 www.mdpi.com/journal/applsci4
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DIC—an optical method to measure changes in images—usually requires the use of patterns to be
applied onto the specimen surface. This method is used not only for measuring the deformation of a test
piece in a tensile test but also in fracture mechanics problems and bioengineering applications [9–11].
This method may be able to detect the stress concentration on the SPB [12]. However, it is not suitable
to study the shape of SPBs, as ink spots on the thin film may affect its strength and weight properties.
To measure the deformation as accurately as possible, it is necessary to spray the particles evenly and
as finely as possible to a wide range. However, if we do this, a large amount of ink will be applied to
the surface, not only will it weigh more but also the polyethylene film will not stretch uniformly due
to curing of the ink.

To overcome this problem, a Simplified DIC (SiDIC) using intersection detection technology was
developed, which allowed us to track the diamond-shaped weave of the net so that we could measure
the deformation of the SPB during the pressurization process. In this study, we developed SiDIC and
verified the measurement accuracy, using a rubber balloon and diamond-shaped plastic net. First,
the measurement accuracy of DIC using a patterned rubber balloon was confirmed and the deformation
size measured by DIC was consistent with the rough calculations. Next, the accuracy of SiDIC was
tested using a rubber balloon with random spray patterns and covered by a diamond-shaped plastic
net. The pictures taken before and after deformation were analyzed using DIC and SiDIC, and the
results were compared. DIC and SiDIC measured very similar deformation fields. The two methods
were then tested using a rubber balloon covered just with the net. It was found that SiDIC entailed a
smaller amount of data although it measured the deformation more accurately than DIC. In addition,
assuming the stress concentration, the net was bonded to the balloon to restrict the deformation.
Remarkably, SiDIC could properly identify the undeformed region. In summary, SiDIC is a simple and
efficient method for measuring the SPB’s deformation field.

2. Simplified Digital Image Correlation Method

2.1. Digital Image Correlation

DIC is a non-contact method for measuring the amount of movement (displacement amount) on
the specimen surface. A picture of the specimen surface is taken before and after deformation using
a digital camera. An identical point on the specimen is determined in the images before and after
deformation; the amount of movement of this point is used to obtain the amount of displacement
undergone by the specimen surface. To obtain the amount of movement, the correlation of the light
intensity value distribution, which defines the deformed position of the calculation region composed
of a subset of pixels (see Figure 1), is expressed as Equation (1).

Δx1 =
(
x′

1 − x1
)
C(x, y, x∗, y∗) = ∑ F(x, y)G(x∗, y∗)√

∑ F(x, y)2G(x∗, y∗)2
(1)

F: Light intensity value before deformation G: Light intensity value after deformation
(x, y): Coordinates before deformation (x*, y*): Coordinates after deformation

Figure 1. Process for calculation of deformation by DIC. (a) Reference image; (b) Deformed image.
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2.2. The Simplified DIC and the Intersection Detection

SiDIC is a simple method to measure deformations. Instead of reading the light intensity values
of the image, SiDIC recognizes the movement of the intersections to measure the deformation.
Figure 2 shows how SiDIC measures the deformation. Basically, SiDIC reads the intersections of
the net covering the balloon by using the intersection detection technology. SiDIC calculates the
amount of deformation by reading the coordinates of the intersections. In this research, we detected
the intersections by visual inspections. First, we read the coordinates of the intersections before and
after deformation. Since actual intersections of net elements are represented by lines, there is no
clear intersection in the image captured. In this experiment, the center of the line is defined as the
intersection of the net. After reading the coordinates of the intersections, Equations (2) and (3) are
used to calculate the amount of displacement. As a result, SiDIC measures the displacement from the
amount of movement in the x and y directions before and after the deformation of each intersection.

Figure 2. Coordinates of net intersections. (a) Reference image; (b) Deformed image.

Δx1 =
(
x′

1 − x1
)
. (2)

Δy1 =
(
y′

1 − y1
)

(3)

3. DIC and SiDIC Experiments on a Rubber Balloon

3.1. Experimental Setups

To verify the measurement accuracy of SiDIC, first, the measurement accuracy of DIC was
determined using a random spray patterned rubber balloon as shown in Figure 3a. We used a rubber
balloon with a maximum diameter of 20 cm and the size of the particles covering the balloon surface
was 1~5 [mm] (1.5~12 [pixel]). Next, to verify the measurement accuracy of SiDIC, a balloon which
not only has random spray patterns but is also covered by a net was used as shown in Figure 3b.
This makes it possible to use both methods. The thickness of the net is 1 mm. We took pictures after the
balloon surface dug into the net holes. In the SPB, it is known that the net and film deforms together in
this state. Therefore, we assume it will deform together as well. To test whether DIC and SiDIC could
be applied to the actual SPB, a rubber balloon covered only by a net, as shown in Figure 3c, was used.

Generally, the shape of three-dimensionally deformed objects is measured using the
three-dimensional DIC (3D-DIC). Since the planar limitation comes from the two-dimensional nature
of the images shot by the camera, the solution is to use more than one camera. From images taken
from two different angles of the same object, it is possible to estimate its 3D shape [13]. In this
method, it is assumed that two-dimensional deformation measurement using DIC of each image taken
from different angles is performed correctly. Therefore, in this research, we confirm whether the 2D
deformation measurement of each image is done correctly. In this experiment, a digital camera is used
to take an image of the balloon before and after deformation. Therefore, not the actual deformation of

6



Appl. Sci. 2018, 8, 2009

the surface of the balloon but the two-dimensional deformation amount on the image is measured.
The unit deformation measured from the image corresponds to a pixel.

Figure 3. Experimental setups for the displacement measurement. (a) Random spray pattern;
(b) Net + spray pattern; (c) Plastic net.

3.2. The Measurement Accuracy of DIC Applied to a Rubber Balloon

We liken the SPB to a rubber balloon. We sprayed a black pattern onto the rubber balloon and
analyzed the deformation using DIC. Figure 4 shows the displacement distribution in the x-direction
obtained from the DIC analysis. It shows how much control point coordinates moved after deformation
using a color scale.

Figure 4. Black dotted balloon deformation.

From Figure 4, the displacement is clearly readable. Next, we verified the measurement accuracy
of DIC. In this study, it is assumed that the balloon expands uniformly in the circumferential direction.
The balloon is assumed to behave as a sphere and strain values are determined from Equations (4)–(7)
by comparing the maximum radius value of the balloon before and after the deformation. To calculate
the rough theoretical value, we measured the maximum radius from the pictures taken before and
after deformation. After measuring the radius, we used Equation (4) to calculate the theoretical value
of the strain. The radius before deformation (R) was 321 pixels, and the radius after deformation (R’)
was 327 pixels. The experimental value was obtained using Equations (5) through (7). Notations “x”
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and “x’” indicate the x-direction deformation results by DIC. Computed strains are shown in Figure 5.
From Figure 5, the experimental value showed a similar value compared to the theoretical value.
Therefore, we found that the displacement and strain could be measured using classical DIC. The reason
why the error occurred was that the balloon was assumed to be a sphere and to inflate uniformly.

εT =
ΔR(pixel)
R(pixel)

(4)

α = R × sin−1 x
R

(5)

β = R′ × sin−1 x + Δx
R′ (6)

ε
′
E =

β− α

α
(7)

Figure 5. X-direction deformation and deviation between the distribution map for the region of interest
theoretical and experimentally measured values of strain.

3.3. Comparison of DIC and SiDIC Measurements Accuracy

Next, the measurement accuracy of SiDIC was verified by using balloon (b) in Figure 3.
Figure 6 shows the displacement distribution in the x-direction obtained from DIC. We analyzed the
deformation at the dotted line control path using SiDIC and compared the corresponding results of DIC.
Figure 7 shows the compared results. The continuous line represents DIC results while points denote
SiDIC results. It can be seen that the two techniques give almost the same results, thus confirming the
validity of SiDIC. In addition, similar results were obtained in the y-direction deformation. The reason
for the measurement error of SIDIC is because the intersection is visually detected.

8
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Figure 6. Horizontal displacement determined by DIC superimposed onto the photograph of
the balloon.

 

Figure 7. Comparison of horizontal displacement distributions obtained by DIC and SiDIC for the
control path highlighted in Figure 6.

3.4. DIC and SiDIC Measurements of Net-Covered Balloon Displacements

Next, DIC was applied to a balloon covered just with a net, as shown in Figure 3c. The x-direction
deformation map shown in Figure 8a was obtained. Also, SiDIC was applied, and Figure 8b shows
the corresponding results. Figure 8a shows that most parts of the net were well read, though some
were not measured properly such as the areas limited by the red circles in the figure. In addition,
similar results were obtained in the y-direction deformation. Since DIC reads light intensity values,
errors arise when this quantity cannot be read properly.
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Figure 8. Horizontal displacement distribution by (a) DIC; (b) SiDIC, on the photograph of net
covered balloon.

We measured the deformation field along the middle and upper dotted control lines and compared
the results of DIC and SiDIC. Figure 9a presents results for the center dotted line. Figure 9a shows that
DIC recovered fairly well on the deformation field although with some localized errors. SiDIC results
were more stable yet overall consistent with those obtained by DIC. The same conclusion can
be drawn from Figure 9b for the upper control path where stronger oscillations in displacement
values are present. The observed behavior occurred because SiDIC works on a smaller amount
of data than DIC. Furthermore, DIC may misrecognize displacements of net intersections and it is
sensitive to light reflection on the balloon surface. Figure 10 shows an example of the misrecognition
algorithm. From Figure 10, the intersection actually moved to point (2) after deformation. DIC errors
occurred when it misrecognizes the intersections after the deformation as (1) or (3). On the other
hand, the method read the coordinates of the intersections to prevent errors, thus measuring the
deformation correctly.

 

Figure 9. Comparison of horizontal displacement distributions obtained by DIC and SiDIC for the
control paths highlighted in Figure 8: (a) Central dotted line; (b) Upper dotted line.
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Figure 10. Misrecognition of the deformation of the net by DIC.

3.5. Measurements of Undeformed Regions Using SiDIC

In addition, assuming stress concentration to be an important issue for the SPB design, the net
was bonded to the balloon using a strong instant adhesive to restrict the deformation (Figure 11).
In this experiment, a randomly sprayed rubber balloon covered with a plastic net was used and one
part of the net was boned. Figure 12 shows the x-direction displacement map obtained by SiDIC.
From Figure 12, the bonded area shows “0” deformation. This experiment confirmed that SiDIC could
properly identify undeformed regions. Hence, SiDIC can detect anomalies and asymmetry of the
deformation field.

 

Figure 11. Measurement around no deformation.

Figure 12. Displacement distribution region performed by SiDIC in the x-direction.
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4. Conclusions

In this research, we tested a new method called “Simplified Digital Image Correlation method
(SiDIC)” for detecting non-uniform deformation of the super pressure balloon. In order to confirm the
measurement accuracy of the developed SiDIC, first, we assessed the measurement accuracy of DIC
using a rubber balloon covered with random spray patterns. Next, we used a rubber balloon covered
with both spray patterns and a net to analyze it with DIC and SiDIC. Results of SiDIC and DIC were
found to be in good agreement. Next, we applied both DIC and SiDIC to a rubber balloon covered just
with a net supposing as an SPB. As a result, DIC recognized the net as a pattern, although it could
not measure the whole deformation accurately. On the other hand, SiDIC measured the deformation
clearly. Furthermore, SiDIC was able to identify undeformed regions when balloon deformation was
restricted by bonding the net to the rubber shell. Therefore, it can be used as a simple deformation
measurement method for the balloon. In this research, we used a two-dimensional DIC to find out
whether SiDIC could successfully measure the deformation. However, 2D-DIC cannot measure the
deformation in the depth direction, which means we have not measured the real deformation of the
balloon. In addition, we used visual detection to detect the intersections and the experiment we used
to identify the measurement accuracy was rough. From the results, we will continuously upgrade
the measurement accuracy and develop an intersection detecting program at the same time; we are
attempting to measure the balloon deformation more accurately by evolving SiDIC to “3D-SiDIC”.
We are planning to discuss how to fuse SiDIC and 3D-DIC in the future.
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Featured Application: A 3D-DIC system based on a single 3CCD color camera and a cross dichroic

prism is proposed in this paper, this system can be applied to situations where three cameras are

required for DIC measurement.

Abstract: A robust three-perspective digital image correlation (DIC) system based on a cross
dichroic prism and single three charge-coupled device (3CCD) color cameras is proposed in this
study. Images from three different perspectives are captured by a 3CCD camera using the cross
dichroic prism and two planar mirrors. These images are then separated by different CCD channels
to perform correlation calculation with an existing multi-camera DIC algorithm. The proposed
system is considerably more compact than the conventional multi-camera DIC system. In addition,
the proposed system has no loss of spatial resolution compared with the traditional single-camera
DIC system. The principle and experimental setup of the proposed system is described in detail, and
a series of tests is performed to validate the system. Experimental results show that the proposed
system performs well in displacement, morphology, and strain measurement.

Keywords: digital image correlation; multi-perspective; single camera; cross dichroic prism

1. Introduction

Digital image correlation (DIC) technology was proposed in the 1980s [1,2]. As a robust,
noncontact, full-field, and high-precision measurement method, this technology is not sensitive
to the measurement environment. Thus, this method has been successfully applied to measure
displacement and strain in most cases. The DIC method, especially 3D-DIC, has been extended
to numerous research fields by researchers [3–6]. Therefore, DIC has become an important method in
the field of experimental mechanics [7–10]. Traditional 3D-DIC technology obtains images by using
two black and white charge-coupled devices (CCDs) or complementary metal oxide semiconductor
(CMOS) cameras. A dual-camera system meets the measurement requirements in most cases. However,
due to limitations in the field of view, it is difficult to obtain satisfactory results by using a
dual-camera system if a multi-angle analysis is required. Therefore, researchers use multiple cameras
to perform DIC measurements. The multi-camera system provides an obvious advantage over the
traditional dual-camera system, in that it can cover a large area of measurement and thereby expand
the measurement range DIC offers. In addition, for measurement areas with complex profiles,
the multi-camera system can effectively reduce errors. However, DIC images are always obtained
using expensive industrial cameras. For the dual- and multi-camera system, a trigger device must
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be added in the system in order to meet the required image acquisition synchronization. However,
all these factors increase the measurement cost.

In recent years, researchers have proposed different methods for 3D-DIC measurement using
a single camera. These methods can be mainly divided into two categories. The first divides the
camera CCD into two parts, wherein the images of two different angles of the object are presented
in two parts of the CCD with the aid of the designed optical path. Pankow proposed a four-mirror
adapter-assisted single-camera 3D-DIC system to measure full-field out-of-plane displacement histories
at high frame rates [11]. Genovese used a compact system of a biprism and a camera to perform
stereo-DIC measurement [12]. Barone used two planar mirrors and a low-frame-rate camera to
measure 3D vibration [13], which is also an interesting application of 3D-DIC measurement using a
single camera. This method can also be used with the aid of transmission diffraction grating [14,15].
The second category uses a color camera, which allows different color channels to record images from
different perspectives. Li and Yu used a 3CCD color camera to perform 3D-DIC measurement [16,17].
The approaches presented in these two papers are very similar; the only difference is that Yu’s
system has one more mirror than Junrui’s system to avoid image flipping. Yu proposed using a single
high-speed color CMOS camera to perform high-speed 3D-DIC measurements without an additional
triggering device [18]. Zhong used a dichroic filter to replace the beam splitter and color filters [19].
This method has considerable advantages, such as simple optical paths, a system requirement of only
one color camera, two mirrors, and a cube prism. Another remarkable advantage of this method is
that it does not reduce image resolution, which brings the accuracy of the measurements closer to that
offered by the traditional dual camera DIC system. Wang used two beam splitters and three mirrors to
perform multi-perspective DIC measurement [20], thereby effectively using the three channels of the
3CCD camera despite its complexity.

In this study, we propose a compact setup by using a cross dichroic prism to perform
multi-perspective DIC measurements. The images from three different view angles are obtained
by the three channels of the 3CCD color camera through two mirrors and the cross dichroic prism.
Bandpass filters are unnecessary due to the high performance of the cross dichroic prism, and the
three view angles can simultaneously occupy the entire CCD without reducing the resolution and
consequently maintain DIC measurement accuracy. At the same time, the system has been simplified
compared with our previous system [19]. There is no longer a need for bandpass filters in the proposed
system; only two planar mirrors are required as opposed to the three Wang needed, and the two beam
splitters are replaced by a cross dichroic prism, which reduces costs. However, the images acquired by
the system proposed in this paper were not flipped and rotated, which reduced the computational
complexity of DIC. Details of the method will be described in the following text. After introducing
the experimental procedure, three typical experiments were performed to evaluate the metrological
performances of the proposed method. The 3D displacement, 3D shapes, and strain can be determined
using the developed system.

2. Methodology

The simplified DIC system is based on a 3CDD color camera. This camera type is equipped with
a refraction prism, which divides the light into R, G, and B channels and simultaneously records
via three independent CCD chips. The resolution of each CCD is the same as that of the entire color
camera. The captured color image of this camera is a 24-bit bitmap, which consists of three 8-bit
bitmaps from different channels. The main advantage this camera type offers is that almost no color
aliasing exists among the three channels; thus, it can be used for three-perspective DIC measurements.
Another important advantage of this system is that it does not require a triggering device for
simultaneous acquisition, as the images of the three channels are acquired simultaneously using the
3CCD camera. The 3CCD color camera used in this work is an HW-F202 with 1624 × 1236 resolution,
provided by Hitachi in Beijing, China. Figure 1 shows the camera’s spectrum. If the illumination is
based on the spectrum range in this figure, then no color aliasing will occur. Figure 2 presents the
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schematic of the cross dichroic prism, which is a combination of four triangular prisms that combine
the three color beams R, G, and B to form the color image. Hence, images of different viewing angles
can pass through the cross dichroic prism from three different directions and transmit into the camera
lens from the same direction.

Figure 1. Quantum efficiency of the color camera.

Figure 2. Schematic of the cross dichroic prism.

Figure 3 shows the optical arrangement of the proposed measurement system. M1 and M2 are
planar mirrors.

In theory, white light illumination can be used for this system as long as the cross dichroic prism
has the right bandwidth. In this work, as the camera had different reflective sensitivity responses for
various light spectrums, three LEDs corresponding to the camera spectrum were used for illumination
to obtain the images under similar brightness. Spectral sensitivity of the color camera showed that the
sensitivity of the red channel was lower than those of the green and blue channels, thus requiring the
use of a brighter red light source. The red LED we used in the experiment was adjustable in brightness.
A cross dichroic prism was fixed in front of the lens and 3CCD camera, and its filter bandwidth was
designed similarly to the color bands in Figure 1. The cross dichroic prism used in this system can
be seen as a combination of two planar mirrors and three bandpass filters, theoretically ensuring
that no distortion will be introduced. As this system was equivalent to three cameras installed at
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different angles, its calibration and image correlation can refer to the ordinary multi-camera DIC
system. Chen’s solution is suitable for the proposed system [21].

Figure 3. Scheme of the improved multi-perspective 3D-DIC system.

3. Experiments and Results

Three different types of experiments were performed to verify the feasibility of the proposed
system in various applications. First, a morphology test was conducted to measure the shape of a
specimen with a curved surface. Second, rigid body displacement measurement was performed,
whereby in-plane and out-of-plane displacement was conducted using a piezoelectric drive micro
displacement platform and a flat plate. Finally, a tensile experiment was conducted to verify the
accuracy of strain measurement. The standard 3D-DIC algorithm can be utilized directly to perform
the evaluation, and the Istra4D provided by Dantec Dynamics was used for the evaluation because of
its good performance in multi-camera calibration and DIC calculations.

Figure 4 shows the experimental system presented in this study. In this system, the optical path
of the red light is shorter than those of the blue and green lights; thus, the three channels may not be
simultaneously focused. The aperture of the lens should be adjusted to small to make all channel images
as clear as possible. The focal length of the lens used in the experiments was 35 mm. Adjusting the
location and angle of the mirror can change the relative angle between the images of different channels.
The cross dichroic prism was fixed at 8 mm in front of the camera lens. Careful adjustment was
required to ensure the high quality of images of the three channels and similarity of brightness and
size of the specimen being measured in the three images.

17



Appl. Sci. 2019, 9, 673

 

Figure 4. Experimental setup of the improved multi-perspective 3D-DIC system.

Figure 5 shows that an 8 × 8 chessboard was used to calibrate the system. The size of the small
square of the calibration board was 11 mm × 11 mm. The three circles on the calibration board were
used to mark the direction. Eight 24-bit images of the calibration board in different positions and
directions were captured, and each 24-bit color image was converted into three 8-bit grayscale images
by the R, B, and G channels. The R, B, and G channels data of the 24-bit color image were converted
into three grayscale images, respectively; every image can be seen as captured by a virtual camera.
The intrinsic and extrinsic parameters of the three virtual cameras can be calculated by Zhang’s
calibration algorithm. The reprojection errors are shown in Figure 6.

 

Figure 5. Calibration images (including the original and channel images).
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(a) (b) (c) 

Figure 6. The reprojection errors: (a) blue channel, (b) green channel, and (c) red channel.

3.1. Rigid Body Displacement Experiment

One of 3D-DIC’s major advantages is its robustness and high precision in spatial displacement
measurements. In-plane and out-of-plane rigid-body movement tests were performed to validate the
feasibility and accuracy of the proposed system in displacement measurement. A 100 mm × 100 mm
flat plate with speckles sprayed on the surface was fixed on a piezoelectric-drive micro-displacement
platform provided by Winner Optics with a resolution of 13 nm. The flat plate was displaced from
0 mm to 0.2 mm in 0.02 mm intervals in the in-plane (X) and out-of-plane (Z) directions. After setting
up the experiment system, illumination intensity was adjusted to ensure similar brightness of the gray
image from each channel.

While calibrating this experiment, the Z direction of the established coordinate system was parallel
to the Z direction of the displacement platform. A subset size of 31 × 31 pixels and a grid step of
5 pixels were adopted in the correlation calculation. The displacement results was expressed by the
average displacement of 5 × 5 subsets at the image center. Figure 7 shows the measured displacements
and errors in the X and Z directions. As ensuring that the X and Z directions of the movement were
exactly the same with the directions of the selected calculation coordinate was difficult, the synthesis
values of X and Z directions displacements were selected to be the measured value, which were
approximately coincident with the real values. Errors from the measurement were less than 0.005 mm;
standard deviations of the X and Z direction synthetic displacement were 0.0025 and 0.0033 mm,
respectively. Results show that the proposed system has high accuracy in displacement measurement.
The displacement error map of the final step in the X displacement test is shown in Figure 8.

 
(a)                                     (b) 

Figure 7. The displacement results: (a) X direction and (b) Z direction.
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Figure 8. X direction displacement error map (the final step).

3.2. Morphology Measurement Experiment

The dual-camera DIC system can be used to measure regular morphology. However, for objects
with complex surfaces, good results are difficult to obtain due to field of view limitations. Similarly,
for big objects, the field of view of the two cameras cannot completely cover the area to be measured.
The presented system involves three perspectives, and the left and right views can be adjusted
independently to satisfy the requirements of complex topography measurements or of big objects,
thus enabling it to achieve better results than the two-perspective DIC. The specimen used for this test
was a flat aluminum plate with a cylindrical bulge in the center, and the presented system was used
to measure the surface profile of the specimen. The results of three-perspective DIC calculation were
compared with those of two perspectives. The left and right parts of Figure 9 show the results of DIC
calculation using three and two perspectives, and the middle green channel was not included in the
calculation of two perspectives. Similar parameters were used in both calculations. Figure 9 illustrates
that the morphology result under three perspectives is better than that under two perspectives.
Clear defects exist at the boundary between the cylindrical protrusion and plane in the morphological
cloud map calculated by two channels. The reason is that the boundary line has a large error in the
DIC calculations, whereas the middle channel can provide redundant information to eliminate errors.
In our previous work, the DIC calculation of three fields of view had considerable advantages in
measuring complex morphologies compared with two fields of view. In the calculation of double
views, remarkable concave and convex regions cannot be obtained accurately through correlation
calculation, whereas the three-perspective system can obtain complete information. The system
proposed in this study also has this advantage. The statistical error maps in Figure 10 show that
the topographical errors calculated from the three perspectives (left) are considerably smaller than
the results of the two-perspective calculations (right), which represents the uncertainty of the 3D
coordinates of each point.

20



Appl. Sci. 2019, 9, 673

 (a)    (b) 

Figure 9. Cloud map of the measured contour/mm. (a), morphology result calculated under
three perspectives; (b), morphology result calculated under two perspectives (green channel was
not included).

 
(a)                          (b) 

Figure 10. Contour statistical error map/mm. (a) contour statistical error calculated under three
perspectives; (b) under two perspectives (green channel was not included).
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3.3. Tensile Test for Strain Measurement

DIC strain measurement is currently the most important noncontact strain measurement method.
The system presented in this study is also applicable to strain measurement. A tensile test was
performed to verify the capability of the proposed system for strain measurement along with a
commercial 3D-DIC system, as shown in Figure 11. A steel sheet was stretched until fracture occurred.
Stretching speed is set to 2 mm/min. The proposed single camera and commercial 3D-DIC systems
(Q-400 provided by Dantec Dynamics) were used to obtain the images and calculate the strain. The two
systems were triggered by the same trigger source for image acquisition, and the acquisition frequency
is 1 frame/s. Figure 12 shows the strain cloud before fracture, as calculated by the two systems. The left
and right parts were obtained by the proposed system and the Q-400, respectively. Figure 13 displays
the engineering strain curves measured by the two systems. The strain data represented by the curves
are the mean values of the strain on the short straight line in Figure 12. Figure 13 presents two strain
curves that are consistent. The curve calculated by the proposed system is smooth because the DIC
calculation under three perspectives has the advantage of error reduction.

 
Figure 11. The setup for the strain test.
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(a)              (b) 

Figure 12. Cloud map of strain before fracture/strain. (a) proposed system; (b) Q-400 DIC system.

Figure 13. Engineering strain curve.

4. Conclusions

In this study, a novel 3D-DIC system based on a single 3CCD color camera and a cross dichroic
prism is proposed. Images from three different perspectives were captured using a 3CCD camera
through the cross dichroic prism and two planar mirrors, and those images were used to perform
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DIC calculations. Three different types of experiments were performed to verify the feasibility and
accuracy of the proposed system. Results showed that this multi-perspective pseudo-vision system
performed well in all three experiments.

This system has the advantages of using a single color camera and not requiring any synchronous
triggering device to ensure synchronous image acquisition, resulting in a compact structure.
In comparison with the existing CCD segmentation single camera 3D-DIC system, the proposed
system adopts a 3CCD color camera to record images from different perspectives by using R, G,
and B channels. As a result, each view can occupy an entire CCD without reducing the spatial
resolution, and the need for an additional lens distortion calibration process is eliminated. In addition,
this system has one additional view compared with the conventional dual-camera DIC system. Thus,
the calculation results are more accurate due to the three perspectives of area coverage. This system
requires only one cross dichroic prism and two planar mirrors compared with our previous system of
two prisms, three mirrors, and three bandpass filters.

The proposed system still has shortcomings in some respects. The cross dichroic prism should be
carefully selected to match the three channels of the color camera. Otherwise, images of the different
channels will be aliased. The proposed system also requires high monochromaticity of each channel of
the cross dichroic prism. The illumination brightness of the proposed system must be adjustable to
maintain the similarity of the image brightness of each channel. Additionally, the optical path requires
a stable environment, which limits its scope of application.
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Abstract: Fault geometry plays important roles in the evolution of earthquake ruptures. Experimental
studies on the spatiotemporal evolution of the ruptures of a fault with geometric bands are important
for understanding the effects of the fault bend on the seismogenic process. However, the spatial
sampling of the traditional point contact type sensors is quite low, which is unable to observe the
detailed spatiotemporal evolution of ruptures. In this study, we use a high-speed camera combined
with a digital image correlation (DIC) method to observe ruptures during stick-slip motions of a
simulated bent fault. Meanwhile, strain gages were also used to test the results of the DIC method.
Multiple cycles of the alternative propagation of ruptures between the two fault segments on the
both sides of the fault bend were observed prior to the overall failure of the fault. Moreover, the slip
velocity and rupture speed were observed getting higher during this process. These results indicate
the repeated interactions between the ruptures and the fault bend prior to the overall instability of the
fault, which distinguishes the effect of the fault bend from the effect of asperities in straight faults on the
evolution of ruptures. In addition, improvement in the temporal sampling rate of the DIC measurement
system may further help to unveil the rupture evolution during the overall instability in future.

Keywords: earthquake rupture; fault geometry; spatiotemporal evolution; strain gage; spatial
sampling rate; rupture speed; slip velocity; high-speed camera

1. Introduction

The experimental study of the evolution of earthquake ruptures is of great significance for
understanding the underlying physical process of earthquake preparation and occurrence. Geological
surveys and field observation data showed that fault geometry plays important roles in the initiation
and propagation of earthquake ruptures [1–8]. Numerical simulations analyzed the influences of the
fault bend on the rupture process and the fault slip distribution, which revealed that the angle of
the fault bend, the normal stress, and the loading mode play important roles in the initiation and
propagation of the ruptures [9–14]. Specifically, the rupture zone and overall slip distribution on the
fault are controlled by the angle of the fault bend, while rupture velocity and detailed slip distribution
around the bend are influenced by time-dependent normal stress changes caused by the rupture [12].
The fault bend will serve as an initiation and/or a termination point for the rupture via reducing normal
stress on the dilatational segment and increasing normal stress on the compressive segment of the bent
fault during dynamic ruptures [11]. The angle of the fault bend and the sliding direction of a dip-slip
bent fault control the time and location of the rupture nucleation [13]. In addition, the rupture process
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of the Chi-Chi earthquake [10,15], Landers earthquake [16], and İzmit earthquake [17] were reconstructed
via numerical simulations to further reveal the mechanism of the influence of fault geometry on the
earthquake rupture process using seismic and geodetic data combined with bent fault models.

Physical experiments have been carried out to study the rupture process and the evolution of the
relevant physical fields of bent faults. It was observed that the two segments on each side of the fault
bend became active alternatively during sliding, which implied that the fault bend plays a role of a
valve during sliding [18]; a two-step rupture propagation process was observed prior to the overall
instability of the fault. Namely, the dynamic rupture started on a fault segment is stopped near the
fault bend, which is restarted near the bend on the other fault segment after a certain delay time and
leads to the overall slip of the entire fault without being arrested by the presence of the fault bend [19].
The influence of fault bends on the growth of sub-Rayleigh and intersonic dynamic shear ruptures
was also studied in the laboratory [20]. In addition, the changes and characteristics of the deformation
fields before and after the instability of the bent faults were also studied in the laboratory [21–24].

From the above results based on experiments conducted in rock materials [18,19,21–24], alternative
activities were observed between the two fault segments on both sides of the bend before the overall
instability of the fault. Since these experimental results were obtained via point contact type observation
methods, such as strain gages, the spatial sampling was quite sparse. As a result, the detailed
spatiotemporal evolution of ruptures cannot be observed. Accordingly, at least two problems remain
unclear: (1) Is there only one alternative propagation of ruptures between the two fault segments on
both sides of the bend prior to the overall instability of the fault as proposed in [19]? (2) What is the
characteristic of the ruptures during their alternative propagation between the two fault segments?
The solution to the two problems depends on the observation of the detailed spatiotemporal evolution
of the ruptures. Therefore, it is necessary to further study the rupture evolution of the bent fault using
high spatiotemporal sampling observation methods.

An experimental study depends strongly on observations. Quantitative measurement of fault slip,
slip velocity, and strain via intensive sampling in time and space is very important to reveal the detailed
spatiotemporal evolution of fault ruptures. The observation methods for fault slip and deformation can
be divided into contact type (such as resistance strain gages or displacement gages) and non-contact
type (e.g., the digital image correlation method). The contact type observation requires the sensors to
be in contact with the sample, while the non-contact type observation allows the sensor to be separated
from the sample. The contact type sensor occupies a certain area, which limits the number of sensors
used in measurement. For instance, only dozens of strain gages can be used to cover a fault of tens of
centimeters long, which were usually used in previous experimental studies [18,19,21–24]. However,
via the digital image correlation (DIC) method, thousands of pixels can be used by camera photography
to observe the slip and deformation along a fault of equivalent length [25–30]. Therefore, compared
with the contact type observation, the spatial sampling rate of the DIC method is dramatically higher.
On the other hand, the measurement precision of the contact type sensor is usually higher than that
of the non-contact type sensor. For example, the measurement precision of the strain gage can easily
reach 1 με (micro-strain) [23], which is difficult to achieve by the DIC method. Therefore, it will be
effective and economical for measurements to comprehensively utilize the two types of observations
via making their respective advantages and verifying the results of each other.

Thus, the DIC method combined with strain gages are used in this study to observe the detailed
spatiotemporal evolution of ruptures along a bent fault.

2. Materials and Methods

2.1. Sample and Loading Conditions

Most of the devastating earthquakes are located in the upper crust, which has a granodioritic
bulk composition [31]. Therefore, the use of the granodiorite as a sample to simulate the earthquake
rupture process is representative. A granodiorite sample with size of 300 × 300 × 50 mm was cut
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through to form a bent fault. The fault surface was ground with a diamond wheel with a particle
size of 150#. The roughness of the fault surface was ~100 μm before loading. The elastic modulus,
Poisson’s ratio, and shear modulus of the sample were 60 GPa, 0.27, and 24 GPa, respectively, which
were tested via a uniaxial press machine. As shown in Figure 1, the bend point divided the fault
into two segments of equal length. The segment with a small angle (42.5◦) from the direction of σ1

was referred to as segment SI, while the other segment with a larger angle (47.5◦) from the direction
of σ1 was referred to as segment SII. The angle between the two segments was 5◦. The bend point
was located on one diagonal of the sample and was offset 6.549 mm from the geometric center of the
sample. Axis D coincides with the fault trace. The common origins of axes D, X, and Y were located
at the bend point of the fault. The coordinates of segments SI and SII on axis D were negative and
positive, respectively. During the experiment, the sample was placed in a horizontal biaxial hydraulic
servo control loading apparatus for loading. The maximum load in each axis of the loading apparatus
was 1000 kN. The range of the displacement rate of the piston in each axis of the loading apparatus was
from 0.01 to 100 μm/s. In order to ensure that the loading system was stable and the loading process
was not interrupted even in the case of stick-slip motion of the sample, and to produce the suitable
stick-slip cycle durations for observation, we used the following loading mode. The loads along the
X-direction and Y-direction were synchronously increased from 0 to 4.63 MPa, then the load along the
X-direction was held constant at 4.63 MPa, while the Y-direction was transferred to a displacement
rate control of 0.5, 0.1, and 0.05 μm/s successively to make the sample generate dextral stick-slip
motions. The sample used in this experiment was a repetition of previous studies [23,24] and the
loading procedure was also similar to previous studies [23,24]. The variations of the differential stress
(σ1-σ2) applied to the end of the sample by the apparatus and the displacement of the piston of the
loading end along the Y-direction (dy) with time in the experiment are shown in Figure 2. Each stress
drop in Figure 2 corresponds to a stick-slip instability event of the fault. See our previous paper [25]
for details on the loading system.

 
Figure 1. Experimental design. The field of view of the high-speed camera covers the entire sample
surface. The D-axis coincides with the fault trace. The common origins of the D-, X-, and Y-axis
coincide with the bend point of the fault. The fault is divided into segments SI and SII. The red lines on
both sides of the fault are each composed of 1700 measuring points (pixels), which are symmetric with the
fault and offset 5.839 mm from the fault. T1–T14 are the numbers of 14 strain gage groups mounted along
the fault on the bottom sample surface. The inset pointing to the T5 strain gage group shows details of the
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arrangement of the three strain gages forming the strain gage group on the sample surface.
The illustration on the right is an enlarged view of the fault slip gages in the dashed circle around the
fault bend. The red solid circles are the measuring points (pixels) with a 5.839 mm offset from the
fault. The green and blue dashed lines connecting the measuring points (corresponding to segments
SI and SII, respectively) are auxiliary lines, indicating that the two connected measuring points are
symmetrically distributed with respect to the fault and form a fault slip gage. The spacing of the fault
slip gages in the same fault segment is 0.214 mm.

 

Figure 2. Variations of the differential stress (σ1-σ2) and piston displacement along the Y-axis (dy) with
time (t). The inset is a magnified view of the black rectangular zone showing details of the stress drops
during a loading rate of 0.5 μm/s. E1, E2, and E3 are the numbers of the stick-slip events indicated by
the arrows, which are also the events observed by the high-speed camera.

2.2. Digital Image Correlation Method to Observe Fault Slip

To improve the spatial sampling rate of the fault slip measurement, a high-speed camera (Photron
Fastcam SA2, Japan) was used to capture images of the upper sample surface during three stick-slip
events (E1, E2, and E3 in Figure 2). The recording duration of each event was 7.127 s. The sampling
rate was 1000 frames per second. The resolution of each image was 1792 × 1792 pixels. The actual size
of each pixel corresponding to the sample surface was 157.8 × 157.8 μm2. Since the images needed to
be exported from the camera buffer to the computer (that takes 1 h or more depending on the data
transfer rate of the equipment) after each recording to ensure the next acquisition could be performed,
not all of the stick-slip events could be recorded. As a result, only three stick-slip events were recorded
in the experiment. Since stick-slip events of similar recurrent periods occurred repeatedly in each
loading rate as shown in Figure 2, the three recorded stick-slip events were representative for the
events at the same loading rate.

The DIC method, which is an object recognition method based on pattern matching via a
correlation algorithm in computer graphics [29,30,32–34], was used to process the images and calculate
the displacement field of the upper sample surface. The region of interest (ROI), which is a rectangle
zone covering the whole fault, was chosen to calculate the displacement field. The determination of
the size of the subregion is as follows. The change of the correlation coefficient (CC) with the side
length (R) of the square subregion used to calculate CC in the DIC method was tested and shown in
Figure 3. CC decreased and remained unchanged before and after R reached 25 pixels, respectively.
However, the standard deviations of CC decreased as R increased. Based on the principle of selecting
the minimum R under the condition that the CC was sufficiently high via comprehensive consideration
of the mean and standard deviation values of CC [26,28], R = 25 pixels was used to calculate the CC in
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the DIC method. The subregion was moved pixel by pixel in the calculated image when calculation
was performed. All of the images were calculated with respect to the first image in each stick-slip
event and, accordingly, the cumulative displacement field of the ROI was obtained. The threshold for
determining whether a calculation result was reliable depended on the CC. Namely, the calculated
displacement on a location was reliable when the CC in the location is larger than 0.99973, which was
twice the standard deviation lower than the average value of CC at R = 25 shown in Figure 3.

Figure 3. Influence of the side length of the subregion (R) on the correlation coefficient (CC) during the
calculation of the DIC method. Crosses denote the mean value of 1–CC, error bars indicate the standard
deviations, and the cross and error bar in red correspond to the optimal subregion side length.

Two bent lines on both sides of the fault (the red symmetric lines about the fault in Figure 1) were
selected to calculate the fault slip. Each line was offset 5.839 mm from the fault, which made the fault
not intersect the subregion with the center point located at the line and ensured the accuracy of the fault
slip measurement [26,28]. The two bent lines each contained 1700 measuring points (pixels), of which
810 were in segment SI and 890 were in segment SII. The spacing between the measuring points
was 0.214 mm. The two lines were symmetrically distributed with the fault. Each pair of symmetric
measuring points from the two lines formed a fault slip gage. As a result, a total of 1700 fault slip
gages with spacing of 0.214 mm were used to observe the detailed spatial distribution of the fault slip.
The displacement error of the DIC method was ±5 μm, which was obtained under the condition that
the sample was static without loading. Segmentation smoothing of the time series of the fault slip was
performed to improve the measurement precision. See our previous papers [26,30] for the DIC method
and data processing method used in this paper.

2.3. Strain Gage to Observe Shear Strain along the Fault

An array of 42 resistance strain gages were mounted along the fault on the bottom sample surface,
which formed 14 strain gage groups, as shown in Figure 1. The strain gage groups were used to
measure the shear strain along the fault and test the results derived from the DIC method. Each
strain gage had a resistance grid of 3 × 5 mm with a resistance value of 120.1 ± 0.1 Ω. The sensitivity
coefficient of the strain gage was 2.10 ± 1%. Data were acquired by a 96-channel strain acquisition
system [21]. The analog-to-digital conversion, sampling rate, and observation error of the device was
16 bit, 100 Hz, and ±1.5 με, respectively. The angles between the three strain gages in each strain
gage group and the measured fault segment were 0◦, 45◦, and 90◦. Correspondingly, the offsets of the
centers of the three gages from the measured fault segment were 5.0, 12.2, and 6.1 mm, respectively.
The plane strain tensor could be obtained by each strain gage group (the specific method was described
in previous studies [21,24]), and subsequently, the shear strain of the fault could be calculated.
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3. Results

The results obtained from the DIC method show that the rupture process of the bent fault can
be divided into two stages: an alternative propagation stage followed by an overall instability stage.
The two stages were observed in all three recorded stick-slip events in the experiment.

3.1. The Alternative Propagation Stage

The alternative propagation of the rupture between the two fault segments prior to the overall
instability of the fault can occur in multiple cycles. During the process, the rupture speed increases
from several tens of mm/s to several tens of m/s. Meanwhile, the slip velocity within the rupture also
grows from several μm/s to several mm/s. Although the rupture at this stage can propagate between
the two fault segments, the rupture speed usually has a jump when the rupture propagates across the
fault bend. This indicates the influence of the fault bend on the propagation of the rupture, especially
when the slip velocity within the rupture is high as shown in Figure 4b, Figure 5c, and Figure 6b.

Two alternative propagation cycles of the rupture were observed in event E1, as shown in Figure 4.
The first cycle began in segment SI and propagated to segment SII, as shown in Figure 4a. During
this process, the rupture speed accelerated from 16 mm/s in segment SI to 151 mm/s in segment SII,
and the slip velocity accelerated up to 3 μm/s. The rupture in the second cycle propagated in the
opposite direction with respect to that in the first cycle, during which the rupture speed increased
from 0.645 m/s in segment SII to 15 m/s in segment SI, and the slip velocity increased up to 200 μm/s,
as shown in Figure 4b.

Three alternative propagation cycles of the rupture were observed in event E2, as shown in
Figure 5. The rupture propagated from segment SI to segment SII in the first and the last cycles, as
shown in Figure 5a,c, but propagated from segment SII to segment SI in the second cycle, as shown in
Figure 5b. In the first cycle, only the propagation in the segment SII was observed. The rupture speed
increased from 25 to 90 mm/s and the slip velocity increased up to 1.2 μm/s. During the second cycle,
the rupture propagated from segment SII at a speed of 0.642 m/s to segment SI at a speed of 2.7 m/s.
Meanwhile, the slip velocity increased up to 50 μm/s. In the last cycle, the rupture propagated from
segment SI at a speed of 6.5 m/s to segment SII at a speed of 30 m/s and the slip velocity increased up
to 1200 μm/s.

In event E3, there were also two alternative propagation cycles of the rupture, as shown in Figure 6,
which initiated in segment SII and propagated to segment SI in the first cycle, as shown in Figure 6a,
and propagated in the opposite direction in the second cycle, as shown in Figure 6b. During the first
cycle, the rupture speed increased from 142 mm/s in segment SII to 270 mm/s in segment SI and the
slip velocity accelerated up to 2.5 μm/s. While in the second cycle, the rupture speed increased from
0.128 m/s in segment SI to 13 m/s in segment SII and the slip velocity accelerated up to 500 μm/s.
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Figure 4. Spatiotemporal distribution of fault slips and slip velocity before and after the overall
instability of event E1. The subgraphs on the left side show the change of the average slip of the whole
fault (S), the segment SI (SI), and the segment SII (SII) with time. D = 0, D < 0, and D > 0 denote the fault
bend point, the segment SI, and the segment SII, respectively. The subgraphs on the right side show
the spatiotemporal distribution of the fault slip velocity (v). The black dotted arrows and numbers
represent the directions and propagation speeds of ruptures, respectively. Note that the time span of
the left subgraph is larger than that of the right subgraph in (a). The red triangle in the left subgraph in
(a) denotes the beginning of the obvious slip velocity that can be observed; spatiotemporal evolution
of slip velocity after which is shown in the right subgraph in (a). The time spans of the left and right
subgraphs in (b,c) are consistent. The time axes from (a) to (c) are continuous. The common timing
point of the data from the DIC method and strain gages is set zero for each stick-slip event. Accordingly,
time before and after the common timing point is negative and positive, respectively.
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Figure 5. Spatiotemporal distribution of fault slips and slip velocity before and after the overall
instability of event E2. The time spans of the left and right subgraphs in (b–d) are consistent. The time
axes from (a) to (d) are continuous. Other labels are the same as shown in Figure 4.
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Figure 6. Spatiotemporal distribution of fault slips and slip velocity before and after the overall
instability of event E3. The time axes from (a) to (c) are continuous. Labels are the same as shown in
Figure 4.

3.2. The Overall Instability Stage

The overall instability stage immediately followed the alternative propagation stage, which was
characterized by the almost uniform distribution of slip velocity along the whole fault, as shown in
Figure 4c, Figure 5d, and Figure 6c. This indicates that the influence of the fault bend on the rupture
propagation was weak in this stage. There were two distinct features at this stage compared with the
alternative propagation stage: (1) the slip velocity at this stage was in the order of tens to hundreds of
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μm/s, as shown in Figure 4c, Figure 5d, and Figure 6c, which was lower than that in the last cycle of
the alternative propagation stage, as shown in Figure 4b, Figure 5c, and Figure 6b. (2) The rupture
speed in this stage was too high and beyond the observation capability of the high-speed camera due
to the sampling rate of 1000 frames per second, and as a result, slip velocity contours were almost
perpendicular to the time axis in Figure 4c, Figure 5d, and Figure 6c.

4. Discussion

4.1. Reliability Test of the DIC Method via Strain Gage Measurement

The above fault slip velocity measured by the DIC method spanned a wide range of at least 3
orders of magnitude, as shown in Figure 4, Figure 5, and Figure 6. Although the high slip velocity
was easily observed by the DIC method with a high signal-noise ratio, the reliability of the observed
low slip velocity needs to be tested, especially in the first cycle of the alternative propagation stage
where the slip velocity can be as low as below 1 μm/s, as shown in Figure 4a, Figure 5a, and Figure 6a.
Such a low slip velocity leads to a problem of whether the observed velocity was a fault slip or a strain
buildup. To make it clear, a high precision measurement of the shear strain along the fault is necessary
because local shear strain will drop as local instability occurs in the fault [35,36]. Therefore, we used
the evolution of shear strain at the 14 locations along the fault to test whether the observed slip velocity
in the first cycle of the alternative propagation stage, as shown in Figure 4a, Figure 5a, and Figure 6a,
was a fault slip or a strain buildup. Since the sampling rate of the strain acquisition system was only
100 Hz, the shear strain measurement was unable to test the rupture in other cycles of the alternative
propagation stage.

Figure 7 shows the evolution of the shear strain in a duration of 7 s covering the first cycle of
the alternative propagation stage of the three stick-slip events. The subgraphs (a) and (b), (c) and (d),
(e) and (f) in Figure 7 correspond to events E1, E2, and E3, respectively. The changes of the average
shear strain in the whole fault, the segment SI, and the segment SII with time are shown on the left
side of Figure 7. The changes of the shear strain of each strain gage group with time are shown on the
right side of Figure 7. The red triangles in Figure 7a,c,e mark the turning points in the average shear
strain of the fault segments. Figure 7a shows that the average shear strain in segment SI increased
and decreased just before and after the red triangle (t ~ −2.8 s), respectively, while the average shear
strain continuously increased in segment SII at the red triangle. These indicate that segment SI began
to slip at t ~ −2.8 s. Figure 7b shows that the rupture initiated near group T1, of which the shear strain
dropped first. These are consistent with the results observed in Figure 4a.

The two red triangles in Figure 7c show that the average shear strain in segment SII changed
from ascending to descending at t~−2.8 s, while the average shear strain in segment SI changed from
decreasing to rising at t~−2.4 s. This indicates that the rupture gradually shifted from segment SI
to segment SII between t~−2.8 s and t~−2.4 s, which is consistent with the evolution of the rupture
observed in Figure 5a.

The red triangle in Figure 7e shows that the average shear strain began to rise slowly in segment
SI but decreased in segment SII after t~−3.1s, indicating that the rupture initiated in segment SII before
it propagated to segment SI during this period. Figure 7f shows that the shear strain of group T11
dropped first, which indicates that the rupture initiated near group T11. These are consistent with the
observations in Figure 6a.

The consistency of the observations between the strain gages and the DIC method indicates that
the rupture evolution shown in Figure 4a, Figure 5a, and Figure 6a are reliable.

35



Appl. Sci. 2019, 9, 933

 

Figure 7. Variations of the shear strain with time. (a–f) correspond to events E1, E2, and E3, respectively.
(a,c,e) are the average shear strains in the whole fault (S), the segment SI (SI), and the segment SII

(SII), respectively. The red triangles indicate the turning points in the trend of the average shear strain.
(b,d,f) are the shear strains in each strain gage group. Groups T1–T7, which are mounted in the segment
SI, are displayed with thick lines. Groups T8–T14, which are mounted in the segment SII, are displayed
with thin lines. The common timing point of the data from the DIC method and strain gages is set zero
for each stick-slip event. Accordingly, the time before and after the common timing point is negative
and positive, respectively.

4.2. The Influences of the Fault Bend on the Rupture Propagation and Further Research

The previous experiments have observed the process of the alternative propagation of the rupture
between the two fault segments on both sides of the fault bend [18,19,24]. The process that the rupture
initiated at one segment was stopped at the fault bend and restarted after a time delay near the fault
bend at another segment prior to the overall instability of the fault [19], which was similar to the last
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cycle of the alternative propagation stage in our experiment. However, more details of the alternative
propagation of the rupture were observed in our experiment, especially the multiple cycles of the
alternative propagation process, during which the rupture speed and slip velocity were increasing.
This is owing to the high spatial sampling observation of the DIC method.

The boundaries of the slip velocity contours are perpendicular to the time axis in Figure 4c,
Figure 5d, and Figure 6c, indicating that the rupture had a rapid propagation speed during the overall
instability, which was beyond the recording capability of the high-speed camera with a sampling rate
of 1000 frames per second. As a result, the rupture process during the overall instability of the fault
could not be fully recorded. Thus, what we can discuss is the alternative propagation stage that was
fully recorded. Previous studies have pointed out that the fault bend can serve as an initiation or
termination for earthquake ruptures, e.g., [7]. The observed alternative propagation of the rupture in
our experiment, as shown in Figures 4–6, was also essentially influenced by the fault bend. Namely,
the rupture initiated in one fault segment was hindered by the fault bend and accelerated before and
after it propagated across the fault bend to another segment, respectively, as shown in Figure 4a,b,
Figure 5a–c, and Figure 6a,b. This effect indicates the interaction between the fault bend and the
rupture, which is similar to the effect that the asperities hinder and promote the rupture before and
after the failure of the asperities in straight faults, respectively [25,35]. On the other hand, unlike
straight faults where the failed asperities have been deformed and do not interact with the rupture
in the same seismogenic process [25,35], a fault bend is a geometric structure of the fault and is
accordingly difficult to be deformed by the rupture. As a result, the fault bend can interact with the
rupture in multiple cycles during the same seismogenic process, which was observed in the alternative
propagation stage in our experiment.

The process leading to the overall instability of the fault observed in the straight fault is usually
accompanied with acceleration in rupture propagation and fault slip, e.g., [26,30,35]. However, this
process of the bent fault observed in our experiment is different. Although the rupture accelerated
continuously in trend, the slip velocity during the overall instability stage of the bent fault was
slower than that in the last cycle of the alternative propagation stage, as shown in Figure 4, Figure 5,
and Figure 6. Study of the mechanism of this phenomenon will be very important for further
understanding of the conditions for the overall instability of the bent fault. We think that the
observation of the detailed spatiotemporal evolution of the rupture propagation during the overall
instability of the bent fault may help solve the problem. This depends on the improvement of the
temporal sampling rate of the DIC observation system.

5. Conclusions

In this experiment, we used a high-speed camera combined with a DIC method to observe the
rupture process of a bent fault with a 5◦ bending angle between its two segments under biaxial loading,
which was also supported by the observation of strain gages. The results show that the evolution of the
ruptures was composed of two stages: the alternative propagation between the two fault segments on
both sides of the fault bend followed by the overall instability of the fault. Thanks to the dense spatial
sampling of the DIC method, multiple alternative propagation cycles of the ruptures between the
two fault segments with accelerating rupture speed and slip velocity were found prior to the overall
instability of the fault, which indicate the repeated interactions between the ruptures and the fault
bend prior to the overall instability of the fault.
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Abstract: Many building structures, due to a complex geometry and non-linear material properties,
are cumbersome to analyze with finite element method (FEM). A good example is a self-supporting
arch-shaped steel sheets. Considering the uncommon geometry and material profile of an arch
(due to plastic deformations, cross section of a trough, a goffer pattern), the local loss of stability
can occur in unexpected regions. Therefore, the hybrid experimental-numerical methodology of
analysis and optimization of arch structures have been proposed. The methodology is based on three
steps of development and validation of a FEM with utilization of a digital image correlation (DIC)
method. The experiments are performed by means of 3D DIC systems adopted sequentially for each
measurement step conditions from small size sections, through few segment constructions up to full
scale in situ objects.

Keywords: experimental-numerical method; digital image correlation; finite element method; static
analysis; arch structures

1. Introduction

The development of large-scale and complex engineering structures creates new challenges for
designers and constructors, who need to meet the demands of increasing safety, extended component
lifetime and simultaneously reduced investment and operation costs. To fulfill these requirements
new materials (e.g., composites) and assembly technologies are being developed. An example
of this type of construction is a self-supporting arch structure. Such structures had been initially
built as temporary buildings used for military purposes. Adaptations of this technology for civil
purposes, required extension of the designed lifetime and consideration of different environmental
conditions, and therefore design problems, especially in terms of stability and load transfers
occurred [1–5]. In order to ensure safety and proper operational parameters during their lifetime,
hybrid experimental-numerical methods are being used during design and exploitation stages [6].
The common practice in experimental mechanics is to validate the numerical model using point wise
sensors (e.g., strain gauges). They are attached to a tested structure in places in which the highest stress
concentrations are expected (based on the analysis of a numerical model). This is a simple and low-cost
approach, but a problem can occur if an inaccurate numerical model does not indicate all the places in
which stress concentrations occur. This, in turn, may cause errors in the process of validation of the
numerical model. Therefore, an advanced evaluation of numerical model is more often supported with
the data obtained by means of full-field optical measurement methods, which determine displacements
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and deformations in critical areas of the objects [7,8]. In the case of investigations of large engineering
structures, the most commonly used techniques are terrestrial laser scanning [9–11] and the 3D
digital image correlation (3D DIC) method [1,12–17]. Terrestrial laser scanning systems enable 3D
measurements of shape of object. By comparison of the acquired shapes in different load conditions,
deformation of an object under the load can be calculated [10,11]. The method is simple to use,
however, due to time required for measurement (from few second up to few minutes), its utilization is
limited to static measurements. 3D DIC measurement systems combine digital image correlation and
triangulation methods. 3D DIC provides directly 3D displacement vector d distribution (displacement
maps (u,v,w) in x, y and z directions respectively) in a measured field of view [18]. Utilization of the
3D DIC method requires modification of a measured surface (applying a paint coat that provides a
random texture) therefore it is more difficult to use compared to terrestrial laser scanning systems.
Nonetheless the 3D DIC system enables measurements of an investigated object under varying in
time conditions, and therefore this method have been used in the presented application. Numerical
modeling of a self-supporting arch structure is cumbersome, considering the uncommon geometry and
material characteristics (due to plastic deformations, the cross section of a trough, goffer pattern). Thus,
the development and validation of a FEM model of a full-sized construction made of self-supporting
arch sheets described in Section 2, was divided into three steps starting from small sized sections
(Section 4), through few segment constructions (Section 5), to full scale in situ objects (Section 6).
Each step required a tailored approach to the measurements with 3D DIC due to different: accuracies,
sizes of fields of view, forms of outcome data, environmental conditions. Some aspects of this work
had been presented in our previous papers. In papers [2,3] the investigation of 1 m long section of
arch-shaped steel sheets was presented, the goals of this work was to simulate local loss of stability and
to determine a geometric model of the surface shape for FEM analysis. In papers [1,13] the investigation
of segments of arch-shaped steel sheets in laboratory conditions were presented; the goals of this
work were to investigate the global stability and to determine the mechanical behavior of supports.
The measurements presented in paper [13] were performed with utilization of multi-camera DIC
system with overlapping areas of fields of view of cameras. In paper [16] the performed measurements
of the full-scale construction made of arch-shaped self-supporting metal plates was presented, and
in order to enable these measurements the multi-camera DIC system with distributed field of view
(FOV) was developed. In this paper we summarize the development of 3D DIC systems and present
the combined three-steps hybrid experimental-numerical methodology of analysis and optimization of
arch structures.

2. Characteristic of the Investigated Object and General Procedure Supporting Development and
Validation of a Finite Element Model

2.1. Specification of Arch-Shaped Steel Sheets Used as a Self-Supporting Arch Structures

A self-supporting arch-shaped covering of steel sheet sections is used in civil engineering [19].
Typical radii of the assembled arch coverings varies in the range of 6 m to 30 m (Figure 1a). Due to the
simple design, quick installation and relatively low implementation costs, this type of covering gained
significant popularity. Arch-shaped steel sheets are cold formed in two stages. At first, the flat metal
plates (stored in a roller) are bended in order to receive plates with trapezoidal cross section, then the
plates are goffered (local plastic deformation) in order to receive arches (Figure 1b). A full scale object
is obtained from a number of single arches connected to each other with double lock standing seams.
Considering the trapezoidal cross section, the differences in radius of the arch cause waiving in the
surface between shelves.
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Figure 1. (a) Outside image of the measured hall as an example of typical self-supporting arch-shaped
covering, (b) section surfaces.

2.2. Three-Step Development and Validation of a Numerical Model

Considering the uncommon geometry and material characteristic of an arch, development of a
FEM model of such a structure required a specific approach and its validation at different stages
of advancement. The development of a FEM model of the full-sized construction made of the
self-supporting arch has been heavily supported by the experiments performed by means of 3D
DIC within three steps. At first, the tests have been carried out on single sections of the arch in order to
determine which geometric model of the surface shape (planar, corrugation or corrugation and wavy
model) should be applied in the further steps for FEM analysis. The considered sections were 1 m long
and 0.7 m wide. In the next step, a structure composed of four individual segments with the geometry
selected at step 1 has been used in laboratory tests with controlled loading conditions in order to
investigate the global stability and to determine the mechanical behavior of supports, in particular to
define the rotational stiffness of supports used in a FEM model of arches. The measured object was
of 12 m span and 2.8 m wide. The final step was based on the tests of a full-scale object: 8 m high
covering the area of 18 × 18 m. The outcomes of this test is the validation of a complete FEM model
in which the knowledge gained in steps 1 and 2 had been implemented. It has been proven that the
model accurately simulates construction deformations under the environmental loads. The model can
be scaled to larger constructions. The general procedure supporting the development and validation
of a FEM model has been summarized and presented in Figure 2. This procedure is described in detail
in Sections 5 and 6.
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Figure 2. Flowchart of the 3-steps updating and validation of numerical model of self-supporting arch
structures with utilization of 3D digital image correlation method.
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3. Digital Image Correlation Method

At each stage of the procedure described in Section 2 full-field measurements of displacement
vector d (u,v,w) of the investigated structures are required. The method which is best fitted to the
measurement requirements is digital image correlation [18]. DIC is based on acquisition of a set of
images of a tested object which is subjected to load. The surface of an object under investigation
has to be covered with a random texture. The 2D DIC version uses a single camera. One of the
acquired images is selected as a reference for the others. The reference image is divided into small
regions (or subsets), a position of each subset is tracked in the remaining images, using the maximum
zero-mean normalized sum of squared difference function as the criterion (or any other correlation
metric). The image can be divided into hundreds or thousands of subsets, thus 2D DIC provides
in-plane displacement maps over the selected area of interest (AOI). The 3D DIC is a technique that
combines the 2D DIC with stereovision by using two cameras for observation of the same AOI. 3D
DIC provides: the 3D shape of a surface, in-plane and out-of-plane displacement maps. The in-plane
strain maps are calculated by differentiation of the in-plane displacement maps. According to [20],
the minimum displacement measurement error can be less than 0.001 pixels, however, it must be
noted that in real applications the accuracy of measurements strongly depends on factors such as
image noise and stability of experimental conditions. Moreover, the out-of-plane measurement error
is larger than the in-plane one, and strongly depends on a stereo angle between the cameras as
set [20,21]. The accuracy of displacement measurements is scalable with the resolution of the cameras
(larger camera’s resolution and smaller FOV indicate higher displacement measurement accuracy).
The displacements in the “x” direction are given as “u” in [pixels] and after scaling are expressed as
“U” in [mm]; similarly, displacements in the “y” and “z” direction are given as “v [pixels] ”, “V[mm] ”,
and “w[pixels] ”, “W[mm] ”, respectively.

4. Investigation of Section of Arch-Shaped Steel Sheets

At this stage, the test bench was designed in order to simulate local loss of stability in 1 m long
sections [2,3]. The examined sample was fastened between two horizontal rigid plates, with defined
degrees of freedom. The force was eccentrically applied in the direction of the axis that passes through
the center of gravity of the cross sections. With this arrangement, the compression force on 1 m long
interval of the arch (having a radius of 18 m) was mapped.

4.1. 3D Digital Image Correlation Setup

The 3D DIC system used in this measurements comprises two AVT Pike F-1600 (4872 × 3248 pixels)
monochromatic cameras equipped with 28 mm lenses, set on an angle of 30◦. The setup was mounted
on an aluminum frame to enable easy geometric modifications. The surface of the examined specimen
was illuminated with two 200 W light-emitting diode (LED) lamps (13,000 lumen) equipped with a
light diffuser (“soft box”), in order to eliminate shadows on the surface. The FOV of the system was
1.5 m × 1 m, covering the entire area of the sample (Figure 3).

Figure 3. The experimental setup: (a) orientation of coordinate system and location of three points
adopted for further analysis; (b) scheme and (c) photo of the measurement system based on 3D DIC [2].
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4.2. FEM Model of the Section of Arch-Shaped Steel Sheets

Calculations covered 3 numerical models with different specificity of geometry mapping. The first
model (A) (Figure 4a) was devoid of characteristic web corrugations and waviness, the second model (B)
(Figure 4b) had corrugated surfaces mapped but with no waves, and the third one (C) (Figure 4c) had
all the web corrugations and waves characteristic of such a profile. The models (Figure 4a–c) were
developed in the ANSYS graphic module making use of the data from real element measurements.
Furthermore, when describing the behaviour of the particular models, the aforementioned A, B and
C signs will be used. The elastic-plastic steel model was used for the calculations, developed on the
basis of the tests of steel samples [3]. The support and load conditions were accepted according to the
assumptions included in the article [3]. Calculations and tests were performed in the form of axial
compression of the sample.

Figure 4. The geometry of numerical models: (a) planar model (A), (b) corrugation model (B) and
(c) corrugation and wavy model (C).

4.3. Utilization of 3D DIC Measurements in the Process of Validation of FEM Model of the Section

The results of 3D DIC measurement were utilized in order to determine whether the simplification
of the geometry of the model is allowed. At first, in order to perform quantitative analysis,
the comparison between the displacements extracted from selected points of the structure from three
models and experimental data has been performed. Points are distributed over the entire surface of the
sample, in places corresponding to maximum displacements, according to FEM models. Locations of
the points allowed for the assessment of representative movements for the entire sample. Exemplary
data are presented in Figure 5, point 2 concerns the maximum V displacements of the sample. The best
correlation between experimental and numerical results have been obtained with the FEM model
comprising the most detailed geometry (C model). The results obtained from the two remaining models
(of simplified geometry) differ significantly from the experimental results. Therefore, the simplifications
of a FEM model have not been allowed in further analysis. Subsequently, the full-field qualitative
comparison of the failure mode maps between DIC and numerical (C model) displacement maps has
been carried out. Exemplary maps are presented in Figure 6. The displacement maps obtained with
the numerical analysis show good agreement with the experimental data, considering its character
and values. Some discrepancies that can be observed could be caused by unavoidable deviation
of geometry of the sample and support conditions (e.g., inaccuracy in direction of applied force).
The presented analysis validated the assumptions made in the C model, and has proven them to be
useful in the analysis below.
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Figure 5. The comparison of V displacement functions obtained for three numerical models and
experimental data (results for point 2) [2].

Figure 6. V displacement maps derived from (a) experiment and (b) the C model, and U displacement
maps derived from (c) experiment and (d) the C model [2].

5. Investigation of Segments of Arch-Shaped Steel Sheets

The 12 m span sections of metal plate arch composed of four individual modules have been
examined with the use of custom-made laboratory stands, which made it possible to apply force
equivalent to a natural load caused by snow and wind [22,23]. The loading mechanism consisted
of pulleys and beams which transferred point load (applied with hydraulic actuator) into 16 points
(4 points for each module). The load was recorded by the actuator mounted onto the main beam,
which reduced the force loss of the pulleys.

5.1. Multi-Camera DIC System with Overlapping Field of View

Considering the length of 12 m of arch segments, the measurements have been carried out with
the use of multi-camera DIC system in which the field of view of neighboring 3D setups overlapped
each other. As a result, the obtained, stitched FOV was 7 × 4 m (Figure 7a). For stitching we used the
method described in the papers [13,24,25], while the general measurement procedure of the segments of
arch-shaped steel sheets are presented in [13]. The multi-camera DIC system used in this measurements
comprised eight 5 MPx (2448 × 2048) Pointgrey cameras equipped with 8mm focal length lenses.
The cameras were connected to the control computer in order to synchronize the data acquisition
procedure. The calibration procedure comprised two steps. In the first stage, 3D DIC setups have been
calibrated separately with the checkerboard before the measurements. The quality of calibrations has
been expressed as a reprojection error, which was smaller than 0.05 px for all 3D DIC setups. After the
scaling (from pixels to mm), the accuracy of displacement measurements of each 3D DIC setup can
be estimated at 0.05 mm. In the second stage, the transformation of individual coordinate systems

46



Appl. Sci. 2019, 9, 1305

of separate 3D DIC systems into a common coordinate system has been determined. The fields of
view of neighboring 3D DIC setups overlapped each other (Figure 7) in order to make it possible
to capture the images of the same calibration target (checkerboard in this case) with two systems
simultaneously. Checkerboard corners (markers) viewed by each camera have been detected and their
positions in two 3D DIC coordination systems were obtained. The knowledge of position of markers in
two separate coordination systems was used to obtain geometrical transformation between these two
systems. The common coordination system (CS) is associated with one of the two systems. Here the
coordination system of DIC setup 2 has been selected as the global CS. The transformation between
CSs of setup no. 1 and 3 into CS of setup no. 2 has been determined directly. The transformation of CS
of setup no. 4 was obtained indirectly—at the beginning, the transformation into CS of setup no. 3
was obtained, and then transformation from CS of setup no. 3 into CS of setup no. 2 was performed.
The transformation errors obtained were below 0.5 mm. In order to correlate CSs of the measurements
with numerical simulations, the data from the global coordination system (associated with setup no. 2)
was transferred to the coordinate system, in which the xy plane was parallel to the ground and z axis
was perpendicular to the ground (Figure 7b). AOI covers the area of corrugated web surface of two
middle arches and additionally eight points on two external arches, corresponding to the locations
of force extortion. Data obtained from upper (flat lip according to Figure 1) and middle (corrugated
flange according to Figure 1) surfaces of the middle arches have been thresholded due to a higher
correlation error (because of the loss of depth of focus).

Figure 7. (a) Location of the cameras and field of views during the measurements; (b) scheme of the
investigated segments of arch-shaped steel sheets with marked areas of interest (AOIs), characteristic
points (for analysis) and orientation of coordinate system (top view) [4].

5.2. FEM Model of Segments of Arch-Shaped Steel Sheets

The geometry of the full-sized model has been adopted on the basis of the analysis performed in
Section 4.2). The model with corrugation and waviness of the middle surfaces (model C according to
the description from Section 4.2) was used for calculations. The full-sized numerical model is an image
of the examined element in terms of dimensions and load mode.

In order to accurately simulate the load caused by snow cover, the kinematic extortion forced by
controlled displacements of 16 points (at which load was applied) was used (Figure 7b, points A1, A2,
B1, B2, C1, C2). Constraints utilized in FEM model (in particular rotational stiffness of supports) were
updated through comparison with experimental data, and this process is described below.

5.3. Utilization of 3D DIC Measurements in Process of Validation of FEM Model of Segments of Section of
Arch-Shaped Steel Sheets

Displacements of the chosen points (Figure 7b, points A1, A2, B1, B2, C1, C2) were derived
on the basis of the multi-camera DIC analysis. In order to update the support conditions of the
FEM model, a comparison between displacements’ distribution obtained from the FEM model and
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multi-camera DIC system was made. In Figure 8, an exemplary comparison has been presented that
shows half of maximum load. The FEM simulation comprises two supports on both ends of the
arch. Both supports are modelled by a rotational elastic spring that allows the structural member to
rotate (limited by rotational stiffness), but not to translate in any direction. As the first approximation,
the rotational stiffness of supports is based on the simplified theoretical calculations. Subsequently,
through comparison of experimental results and theoretical calculation, the value of rotational stiffness
of elastic support was determined. The results of the comparison of experimental and numerical
displacements after updating the numerical one at selected points is presented on a diagram of
displacements towards 3 directions (U, V, W) in the function of force increment (Figure 9). The results
of the comparison of DIC tests and FEM numerical analyses are presented as balance paths with
reference to proper reference points. The directions of the displacements are referred to the coordinate
system as in Figure 7b. The displacements are marked as follows: U(X), V(Y) and W(Z). The horizontal
displacements U (X)—Figure 9a, i.e., in the arch plane are compatible in the reference points U (3, 4),
U (5, 6) and U (7, 8), whereas balance path of the reference points U (1, 2) obtained in the tests
diverge from those determined in calculations. The situation is similar in vertical displacements
W (Z)—Figure 9c. This means that the test element was deformed asymmetrically. The diagram
comparing horizontal displacements of the reference points in the arch plane of V(Y)—Figure 9b proves
that. The test model tilts erratically in the range up to 3 mm whereas the calculations show slight
deviation of the reference points within 0.5 mm. The asymmetrical deformation of the test element is
probably caused by imprecise assembly and slight deviations in the load symmetry. The computational
model does not include random events related to the assembly or load mode. The only disorders of
the geometry of the computational model are related to the introduction of geometrical imperfections,
which only slightly change the symmetry of the displacements of the reference points.

Figure 8. The comparison of displacements distribution: top view of displacements obtained from
the finite element model (a–c), of the entire specimen, and experimental results (d–f) for the AOI
covering the 7 m long area of lower surface (corrugated web according to Figure 1) of two middle
arches. Rectangular areas marked with lines correspond to the areas on the experimental specimen
that has the two middle arches that are being measured [4].
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Figure 9. The comparison of load (a) U, (b) V, (c) W displacement functions obtained for numerical
models and experimental data (results for referential points).

6. In Situ Investigation of Full-Scale Construction of Arch-Shaped Steel Sheets

Finally the full-scale construction made of arch-shaped self-supporting metal plates (Figure 1a)
has been examined. The dimensions of the hall were ([span × length]/[height]) 18 × 18 m/7 m. Such
a construction can be exposed to environmental loads caused by the presence of snow or wind [22,23]
and changes of temperature.

6.1. Multi-Camera DIC System with Distributed Field of View

In order to cover the localization of points corresponding to the numerically predicted maximum
displacements (caused by environmental loads), the measurements system consisted of three 3D
DIC setups (six cameras in total). Each FOV of 3D DIC setup covered the area of 2.5 × 1.5 m and
distance between neighboring AOIs was approximately 4 m. In order to perform the measurements in
distributed FOV, the dedicated multi-camera DIC system was developed. This system and is described
in detail in [16]. The multi-camera DIC system used in these measurements comprised six 5 MPx
(2448 × 2048) Pointgrey cameras equipped with 8 mm focal length lenses. The cameras were connected
to the control computer in order to synchronize the data acquisition procedure. The calibration
procedure comprised two steps. In the first step, each 3D DIC system was calibrated with utilization of
a standard chessboard calibration target. In the second calibration step, the transformation of individual
coordinate systems of separate 3D DIC systems into a common coordinate system has been determined,
with the additional support of a laser tracker [26]. Geometrical transformations were determined by
using multiple positions of a fiducial marker, which was sequentially placed in the FOV of each 3D DIC
setups. The 3D positions of the marker in local coordinate systems were determined with the use of
three-dimensional computer vision algorithms [18]. Simultaneously, the positions of the marker in the
global coordinate system were determined by a laser tracker. A global coordination system was related
to the foundations of the building. Transformation parameters (rotation: Rx; Ry; Rz and translation:
Tx; Ty; Tz) between local and global coordinate systems were obtained by using the singular value
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decomposition (SVD) method [27]. The obtained accuracy of displacement measurements in each 3D
DIC setup was below 0.3 mm (detailed description of calculation of displacement error is presented
in [16]).

A multi-camera DIC system was placed on the 6 m high and 10 m wide buildings’ temporary
scaffolding (Figure 10), and the measurements were carried out for a few months (from March to
October 2016). Therefore, the temperature influence on displacements of measurement setup was
noticeable. In order to neutralize this influence, the displacements of the 3D DIC systems as a function
of temperature, caused by the thermal expansions of aluminum scaffolding were measured by means
of a laser tracker. The correction obtained was included in the results of displacement measurements.
The temperature inside the hall was measured using a weather station.

Figure 10. Stress–strain curves.

6.2. FEM Model of Full-Scale Construction

A model being the representation of the arch in the central part of the hall was used for calculations.
The model consists of a single ABM 240 profile with the geometry adopted on the basis of the previous
analyses. Material constants (modulus of elasticity, Poisson’s modulus, shear modulus and coefficient
of linear thermal expansion) have been adopted for structural analysis in accordance with EN 1993-1-1
standard [28].

The computation adopted an elastic-plastic multi-linear material model, determined according
to the tests. The strength characteristics of steel were identified through a series of laboratory tests
on 10 samples of steel sheet with a nominal thickness of 1.40 mm. The obtained mean yield strength
amounted to fy = 340 MPa, and ultimate strength was fu = 390 MPa. A typical course of the stress–strain
relationship in a single test, and elastic-plastic multi–linear material model is presented in Figure 10.

The test data were implemented via transformation functions in the σtrue–εln system
(elastic-plastic multi-linear material model) [3] according to the Equations (1), (2) presented below:

ε ln = ln
(
1 + εeng

)
(1)

σtrue = σeng
(
1 + εeng

)
(2)

where:

εln—relative logarithmic strain,
σtrue—true stress,
σeng—engineering stress (test result),
εeng—engineering strain (test result).
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The free ends of the model are propped up in joints (a possibility to rotate towards X axis).
The remaining degrees of freedom are blocked. On the side edges, boundary conditions are assumed
that map the cooperation of the adjacent profiles (remote point). In the remote point system,
displacement towards Z and Y are released, the remaining degrees of freedom are blocked. Due
to lack of snow during the measurement period in winter, and the negligible influence of the pressure
of wind on construction, only the thermal load was considered.

The purpose of the test was to determine the displacements and stress of the characteristic
points located on the surface of the test object exposed to the action of thermal loads. For numerical
calculations, the external and internal temperature of arch structure from three areas (corresponding
to measured AOIs) was adopted. The temperature was measured precisely with the utilization
of thermoelements.

6.3. Utilization of 3D DIC Measurements for Validation of FEM Model of Full-Scale Construction of
Arch-Shaped Steel Sheets

Displacement measurements were taken in AOI1, AOI2 and AOI3 areas and 3 reference points
were selected for each area (Figure 11) to validate the numerical model, 9 points in total. The tests lasted
for several months, however validation of the numerical model was limited to a much shorter period.
Below (Figures 12 and 13) we present exemplary results of measurements, which were performed
in 12 h and 25 min. during a cold night and sunny day in April (largest external as well as internal
temperature gradient occurred). The obtained results allowed to validate the numerical model, that
can be used to calculate load capacity and stability of the coverings of the thin-walled arch-shaped
sheet metals.

Figure 11. Measurement set-up.

Figure 13 presents the results of the displacements measurement and those of numerical
calculations for the chosen reference points from the analysed measurement areas. The results
were juxtaposed in relation to the change of temperature depending on the time of measurement.
Displacements measured and determined on the basis of calculations are compatible in terms of
increment directions and have similar values. Additionally, Figure 14 shows the analysis of the
discrepancies of the calculation results and the test results depending on the value of temperature
gradient. A certain regularity may be noticed in the distribution of discrepancies of the results. At high
temperature gradients (over 18 ◦C), the discrepancies of neither test nor calculations results exceed
10%, at lower temperature gradients—the discrepancies of the tests results are much higher. This
is probably due to the fact that numerical model did not take into account the boundary conditions
related to the cooperation of the adjacent profiles, i.e., the friction between the cooperating profiles was
not included in the calculations. Assuming that the friction at the jointing of the adjacent profiles has a
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constant value, its influence is much more visible at small displacements than at large displacements
related to the effect of the higher temperature gradient.

Figure 12. Exemplary results of the measurements stitched in the global coordinate system: (a) U
displacement map, (b) V displacement map, (c) W displacement map [16].

Figure 13. The comparison of displacement functions obtained for numerical models and experimental
data, (a) point P2 (AOI 1), (b) point P2 (AOI 2).

Figure 14. The analysis of the divergence of the measurement and calculations results.

7. Conclusions

So far, the DIC method applied in the construction industry has been considered a prototypical
solution, more likely intended for testing/monitoring the elements of buildings, not for proper
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measurements used in a certification process in accordance with accepted standards. The methodology
presented in this paper has shown the possibility and advantages of replacing conventional measuring
methods based at point extensometers and applied at different stages of the analysis and testing
of complicated building structures by applying the 3D DIC method. Its potential lies not only in
the capability to measure in full field of view, but mostly in the possibility to digitally link the
measurement with the numerical calculations, thus creating efficient hybrid experimental-numerical
system with huge information resources useful, for instance, in the process of design optimization,
FEM validation or diagnostics of complicated building structures. It should be pointed out that the
presented methodology requires a complex measurement setup and is labor-intensive, therefore it
should be utilized in the case of investigation of truly complex structures, in which stress concentrations
can occurr in unexpected locations.

The procedure presented in Figure 2 and explained in detail in Sections 4–6 concerns the way to
implement the particular stages when analysing self-supporting arch-shaped structures from profiled
steel sheets with the use of numerical calculation methods supported by physical experiments. Each
stage is used to determine and validate the optimal procedure to be applied in a FEM which, in the
opinion of the authors, adequately indicates the solution to the most important problems related to the
design of arch-shaped structures. The multistage research verification process enables the development
of a reliable numerical model that is very useful and allows for the analysis of arch-shaped profiled
steel sheets at diversified geometry and any load conditions.

The methodology presented in the paper may be used to determine the strength and functional
properties of various varieties of the K-span system, which are required during the process of
implementing the product for use in the construction industry (Polish and European technical
assessments). The material presented in the paper may also be used in the future to develop an
annex to the national standards in question regarding the design of thin-walled elements.
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Abstract: The present work focuses on investigating the characteristics of the fracture process zone
(FPZ) in concrete. The Single-edge notched (SEN) concrete beams under three-points bending are
employed for conducting mode I fracture propagation. The displacement fields on the specimen
surface and the internal AE signal of specimen are obtained simultaneously in real time by digital
image correlation (DIC) and acoustic emission (AE) techniques. The experimental and analytical
results indicated that the crack tip position, the crack extension length and the stress intensity
factors (SIF) are obtained dynamically and quantitatively by DIC technique, and the length of FPZ is
identified, respectively, by DIC and AE techniques in the crack extension process. The distribution of
internal AE events is consistent with that of FPZ identified from surface deformation of specimens.

Keywords: fracture process zone; digital image correlation technique; acoustic emission technique;
stress intensity factor

1. Introduction

Concrete is a quasi-brittle material. The micro-cracking region ahead of the real crack tip in
concrete is defined as the fracture process zone (FPZ), and the characteristics of concrete FPZ have
been a subject of massive experimental debates. Various techniques have been developed to track
the evolution of micro-cracks in FPZ, such as the fiber optics technique [1], X-rays technique [2], fiber
optic sensor [3], and optical microscopy [4]. Compared to the methods mentioned above, digital image
correlation and acoustic emission techniques are increasingly popular recently.

The Digital image correlation (DIC) technique was firstly proposed by Peters and Sutton et al. [5,6].
It is an optical technique to determine surface deformations by matching the digital speckle images
before and after deformation. DIC is a non-destructive and non-contact full field displacement
measuring technique. The displacement and strain data obtained by DIC can be directly employed
to theoretical analysis. Benefit from such advantages, the DIC has been widely applied to the study
of concrete fracture. Choi and Shah [7] measured the lateral and axial deformations on a concrete
specimen surface subjected to compression. Corr et al. [8] studied the interfacial transition zone
between aggregates and cement paste in plain concrete. They also investigated its softening and
fracture behavior. Wu et al. [9] studied the properties of the fracture process zone in concrete using
DIC technique. Rouchier et al. [10] studied the whole process of concrete fracture using the DIC
technique. The acoustic emission (AE) technique has been extensively applied in concrete engineering
for approximately five decades since the 1960’s [11]. The AE technique can continuously monitor
the internal micro-cracks event and the failure process of concrete in real time, which makes it more
popular than other methods. Wells [12] studied AE waveforms and determined the relationship
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between strain measurements and AE events. A frequency analysis and a source location analysis were
reported to demonstrate the relationships [13]. These studies have produced practical applications
for monitoring micro-cracks in concrete structures and are very useful in diagnostic applications. AE
technique was utilized to assess the concrete fracture process, as the pioneering research works of
Colombo [14]. The research works of Colombo et al. [15] have indicated that concrete micro cracks emit
waves possessed smaller amplitudes, whereas macro cracks emit waves possessed larger amplitudes.
Muralidhara [16] shed lights on the relationship between the AE event and the evolution of the fracture
process in concrete. Recently, the relationship between the formation of FPZ in concrete and AE events
has been extensively studied [17–20]. In order to cover their weaknesses and improve their advantages,
DIC and AE techniques were combined to monitor the concrete crack evolution process [21–23].

In spite of the extensive work and many successes in characterizing FPZ, the comprehension of
the characteristics of concrete FPZ requires further research. In this presentation, the concrete fracture
tests are conducted on Single-edge notched beams through three-points bending conditions. The DIC
technique is applied to measure the displacement and strain fields around the crack tip in real-time.
Then the SIF, crack tip position and crack length are quantitatively and dynamically derived from the
displacement fields measured by DIC technique. The AE technique is applied to monitor the internal
fracture events during the crack propagation process, in particular the subcritical extension process. In
short, the objective of this research is to investigate the characteristics of FPZ during the concrete crack
propagation process.

2. Experimental Procedure

2.1. Digital Image Correlation Technique

Digital image correlation method relies on observations of random speckle patterns on the
specimen surface. Image patterns are recorded before and after deformation of the specimens, then
they are digitized and stored in a computer. The undeformed and deformed images are divided
into small regions called “subsets”, with each subset containing a group of pixels. Digital image
correlation is used to match the subsets on the undeformed image with their corresponding subsets on
the deformed image, as shown in Figure 1.

 
Figure 1. Initial subset (ABCD centered on P) and deformed subset (A*B*C*D* centered on P*).

The cross-correlation function is chosen for this study, and it is defined as Equation (1):
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The f (xi, yj) represents the gray level value at coordinate (xi, yj) of the undeformed image, while
the g(x∗j , y∗j ) represents the gray level value at coordinate (x∗j , y∗j ) of the deformed image, the subset
size is N × N. The coordinates (xi, yj) and (x∗j , y∗j ) are directly related by the deformation occurring
between the two images. If the deformation occurs in two dimensions parallel to the camera, then the
coordinates are related by Equation (2):

x∗ = x + ux +
∂ux
∂x Δx + ∂ux

∂y Δy

y∗ = y + uy +
∂uy
∂x Δx +

∂uy
∂y Δy

(2)

The ux and uy are the displacements of the subset center in the x and y directions, respectively,
and Δx and Δy are distances from the subset center to any point in the subset (x, y).

2.2. Estimation of Stress Intensity Factors

The method for estimating mode I and mixed-mode I-II stress intensity factors is proposed here,
based on the displacement fields determined via the DIC method. The displacement fields around a
crack tip of the concrete specimen are expressed as Equation (3):
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The ux and uy are the displacement components in the specimen considered, and G is shear
modulus. The κ is (3 − μ)/(1 + μ) for plane stress, and r and θ are the polar coordinates around a
crack tip, as shown in Figure 2.

Figure 2. Coordinate system around a crack tip.

In the series solutions, the coefficient of the first terms AI1 and AII1 are related to stress intensity
factors KI and KII of mode I and mode II through the relations of Equation (4).

AI1 =
KI√
2π

, AII1 = − KII√
2π

(4)

For the cases of mode I fracture, the displacement component of the specimen is perpendicular to
the crack surface. This means that the uy displacement field can be generally used to determine the
stress intensity factors. In mixed-mode cases, however, the dominant displacement component for
the crack can’t be predicted before analysis. Therefore, radial ur and circumferential displacement
components uθ on a polar coordinate system are used in this study to transform Cartesian
displacements ux and uy. The displacements ur and uθ are obtained as Equation (5):
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The displacement fields in Equation (5) can, hence, be rewritten as Equation (6):
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The N is the number of terms of the series expansion of the displacement field. From
Equations (5) and (6) with rigid-body displacements taken into account, the displacement fields
can be expressed as Equations (7) and (8):
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The Tx and Ty express the rigid-body translation in the x and y directions, respectively, and R is
the rigid-body rotation. The subscript k (k = 1, 2, . . . , M) denotes the index of the function evaluated at
a point (rk, θk) in the displacement field at which the displacement values are urk and uθk. The M is
the total number of displacement data points used in solving displacement equations. The unknown
coordinates around a crack tip may thus be given in polar coordinates as Equation (9):

rk =

√
(xk − x0)

2 + (yk − y0)
2, θk = tan−1

(
yk − y0

xk − x0

)
(9)

The x0 and y0 are the location of the crack tip relative to an arbitrary Cartesian coordinate system.
At any point in the displacement field, the coordinates rk and θk, and displacements urk or uθk can be
substituted into Equations (7) and (8). Therefore, stress intensity factors, higher-order terms and crack
tip locations can be derived automatically from the displacement field determined by the DIC method.

2.3. Acoustic Emission Event Localization Technique

The AE technique has been extensively applied for the condition assessment and damage detection
for concrete structures, as it was described by Grosse and Ohtsu in their book [13]. In particular, the
AE technique can detect crack propagation that occurs not only on the surface but also deep inside the
material. Therefore, a large number of AE analyses have been performed on concrete and concrete
structures in Golaski’s work [24]. One of the most important features of AE technique is the ability to
localize the source of an AE event. Through the AE technology and signal localization method, the
fracture process in concrete can be observed throughout the loading history. Signal localization is the
basis of all analysis techniques used in AE technique. According to the 3-D localization problem, it is
exactly determined when four or more travel times are available to calculate the three coordinates and
the source time of an event. A least absolute deviation method is proposed as the AE location method
in this presentation, and the objective function is defined as Equations (10) and (11)

F =
n

∑
i=1

|Ci − Cm| (10)

58



Appl. Sci. 2019, 9, 1346

Ci = ti −
(√

(xi − x0)
2 + (yi − y0)

2 + (zi − z0)
2/v
)

(11)

The Ci is the source time to the sensor; and Cm is the median of Ci(i = 1, 2, . . . , n), which can be
treated as the real source time. Ci − Cm is the measurement error between calculated source time and
real source time. The ti is the onset time of the sensor, (xi, yi, zi) is the coordinate of the sensor location,
and (x0, y0, z0) is the coordinate of the event source location.

2.4. Specimen, Loading Condition, and Measurement System

The concrete specimens are prepared with a standard P.O 32.5 Portland cement, which is crushed
stone with a maximum diameter of 6 mm and river sand used as coarse and fine aggregate, respectively.
The mix proportions are listed in Table 1. The modulus of elasticity and Poisson’s ratio are measured
through standard material test methods, the specimen size is 100 × 50 × 50 mm3. The measured values
of the modulus of elasticity and the Poisson’s ratio of the concrete material are E = 35 GPa, μ = 0.26,
and the compressive strength is 27.5 MPa.

Table 1. Concrete mix proportions.

Water/Cement Ratio Cement (kg/m3) Sand (kg/m3) Aggregate (kg/m3) Water (kg/m3)

0.48 446 593 1102 214

Six single-edge notched concrete beams under the three point bending are used for mode I fracture
testing in the present study. Figure 3 shows a schematic representation of the concrete specimen and
the locations of the three loading points of a three point bending test. The dimension of the SEN
concrete beam is 210 × 70 × 23 mm3, and the span is 170 mm. A notch is made at the center of the
concrete specimen edge using a diamond saw of 0.3 mm in thickness, with a length of a0 = 10 mm. In
implementing the DIC method, the interest regions of specimen surface are painted with white ink,
and then covered with a black dot pattern with spray painting. An example of specimen prepared in
this manner is shown in Figure 4.

Figure 3. Concrete specimen and three-points bending conditions.

A servo hydraulic test machine with a capacity of 50 kN is applied for fracture tests, the
displacement rate of the loading plane is set to 0.02 mm/min. In order to ensure contact between the
loading system and specimens, a 50 N preload is applied before the testing. During the loading process,
the painted area around the crack tip is recorded by a monochromatic charge-coupled device camera
(Basler 404k, 2352 × 1720 pixels, BASLER, Ahrensburg, Germany) with a 105 mm focal lens. The
specimen failure and crack propagation process is recorded by the camera in a rate of 15 frame pictures
per second, then the pictures are stored in a computer automatically. The resolution of all captured
images is 0.055 mm/pixel. As shown in Figure 4, sixteen AE sensors with a resonant frequency of
approximately 150 kHz are attached to the specimen surface. Six sensors are in front surface and
behind surface respectively, and four sensors are on the up and down edge of the specimen respectively.
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AE signals are amplified 40 dB gain by a pre-amplifier. The sixteen sensor’s signal data in 16-bit is
recorded continuously and simultaneously in a frequency of 3 MHz.

 

Figure 4. Single-edge notched concrete specimen sprayed with a dot pattern.

3. Results and Discussion

3.1. FPZ Evolution and SIFs

During a typical concrete fracture testing process, 13,089 images are captured by CCD in 872.6 s.
A 55 × 30 mm2 interest area covering the crack extension trace is shown in Figure 5, the displacement
contour map of the interest area is obtained by the DIC technique. The crack tip position and
displacement data around the crack tip are used as the initial value of the solution to the iterative
Equation (8), then the SIFs and real crack tip position are obtained. As shown in Figure 5, 230 data
points are selected around the crack tip, the data point position is marked by black dots. Although
the accurate positions of the pre-crack tip can hardly be precisely ascertained at the outset, it is well
known that the failure must start from the upper edge of the notch. Therefore, the center point of
the notch’s upper edge is set as the crack tip’s initial position for the first iterative procedure. Then
the obtained value of crack tip position is set as a new crack tip position for the consequent iterative
procedures. As it is mentioned above, a series crack tip position can be derived from the displacement
field around the crack tip during the crack propagation process. These crack tip positions are in the
crack extension trace. These crack tip positions are used to calculate crack extension length δa during
the FPZ evolution process. As shown in Figure 6, the crack extension length curve and loading curve
are plotted together.

Figure 5. The speckle image captured by CCD and the displacement contour map of the interest area.
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Figure 6. The curves of loading and crack extension length.

As shown in Figure 6, the crack extension length gradually increases from t = 577.34 s, the crack
extension speed increases sharply after t = 712.26 s, the crack extension speed slows down after
t = 752.35 s. Therefore, the first stage is usually called crack stable growth stage or subcritical growth
stage. In this stage, micro-cracks are nucleating in front of the pre-crack tip along the notch direction,
the crack extension length can be set as FPZ length. As shown in Figure 6, the concrete subcritical
growth stage can be identified quantitatively and easily from the crack extension curves, and the
FPZ length is about 8.35 mm. The second stage is unstable crack growth stage, micro-cracks coalesce
into meso- and macro cracks, the crack extension length increases sharply, and the FPZ length is
about 20.5 mm. In the third stage, the crack extension speed is mainly controlled by the test machine
displacement rate. So, the concrete FPZ length is obtained from crack extension length curve derived
from displacement field by DIC technique proposed in this presentation.

In Figure 7, the mode I SIF KI curve and loading curve are plotted together. The SIF KI is expected
to be proportional to the applied load P and the square root of the length of preexisting crack a,
as per the theory of fracture mechanics, while the value of KI does not increase before t = 577.34 s.
The SIF KI begins to increase from t = 577.34 s, and reaches a critical value KI = 3.332 MPa·m1/2 at
t = 752.35 s. Then the curve of KI drops slightly and tends to a constant value. Hence, the critical value
of KI = 3.332 MPa·m1/2 is defined as the mode I fracture toughness KIC. As shown in Figure 8, the
value of SIF KII are much less than the value of KI. It means that the beam is mainly cracked by tension
force. Based on the analysis above, the typical contour maps of horizontal displacement during the
loading process are shown in Figure 9.

P1

P2 P3

P4

Figure 7. The curve of mode-I stress intensity factor KI.
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P1

P2 P3

P4

Figure 8. The curve of mode-II stress intensity factor KII.

Figure 9. Horizontal displacement contour maps of the interest area (Unit: mm).

The displacement contour maps are corresponded with four spots marked on loading curve in
Figure 6, respectively. Table 2 contained more details on specific values mentioned above, such as the
loads, SIFs and crack extension lengths.

Table 2. Key experimental result.

Load Time (t) Load (kN) KI (MPa·m1/2) KII (MPa·m1/2) Δα (mm) Load/Max Load (%)

577.34 1.58 0.206 0.018 4.65 67.2

712.26 2.29 2.545 0.281 8.35 97.4

752.35 2.35 3.332 0.390 15.02 100

825.92 1.24 3.0065 0.281 24.63 52.8

3.2. Internal AE Event of FPZ

Figure 10 shows the positions of 16 AE sensors and the last location distribution of the AE event.
The 3rd to 8th AE sensors are attached onto the front specimen surface, and the 9th to 14th sensors
are attached onto the back specimen surface. The first, second and the 15th and 16th AE sensor are
attached onto the downside and upside of specimen edge respectively. A sufficient number of sensors
can effectively suppress the influence on the events localization caused by the individual signals
attenuation and sensors position. The definition of AE events is defined by a threshold of 100 millivolts.
From Figure 10a, the pencil lead break position is near the 9th AE sensor. The total 9035 AE events are
checked out from the signal waves. A total of 175 AE event positions are located effectively by the
proposed method. It can be found that the location distribution of AE event in Figure 10b agreed with
the deformation localization positions in Figure 9. Therefore, the location of AE events can be applied
to study the micro-cracking events and the evolution of FPZ internal the concrete specimen.
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(a) AE sensors positions (b) AE events locations 

Figure 10. The AE sensor position and the AE event location.

From Figure 11, the AE events are marked during the loading process. The marked positions
on loading curve are the same as what have been mentioned in the Section 3.1. Therefore, it can be
analyzed correspondingly for the internal micro-cracking characteristics and the surface deformation
localizations of FPZ. The first AE event is caused by the pencil lead break. The following AE event is
caused by the micro-cracking during the FPZ evolution process.
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Figure 11. The curves of loading and AE event energy distribution.

It can be seen that the most AE events are concentrated between the main crack initial and unstable
extension period. AE energy is sharply increased as macro crack forms in a FPZ. The emission energy
of the event around the peak loading is higher than the other event. The AE energy in this analysis is
defined as the product of amplitude and duration of the emission.

The AE event distribution in the FPZ at loading points P1, P2, P3, and P4 are shown in Figure 12.
As it is shown in Figure 12a, the first AE event location is near the up loading roller, but the event
is an isolated one. Conversely, the AE events which occurred from the pre-crack tip are a series of
event in Figure 12b–d. Meanwhile, these events are distributed in a narrow band, the width of the
band is about 10 mm. The band is in accordance with the displacement localization band in Figure 9.
Therefore, it can be concluded that the internal AE event band is in accordance with the FPZ ahead of
the pre-crack tip. The length of FPZ in Figure 12c,d are in agreement with the crack length shown in
Figure 6 observed by the DIC method.

Corresponding to Figure 12, the surface horizontal strain fields are shown in Figure 13. The
surface strain is obviously localized in a narrow band in Figure 13c,d. From Figures 12 and 13, it is
observed that the FPZ corresponds to both the surface strain localization zone and the internal AE
event zone.
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Figure 12. Location of AE events in FPZ (Unit: mm).

Figure 13. Strain localization ahead the crack tip (Unit: mm).

3.3. Concrete FPZ Characteristics

The internal and external characteristics of FPZ in concrete are identified by DIC and AE
techniques quantitatively during the mode I fracture extension process. Although the measurement of
FPZ length has attracted the attention of most researchers, the quantitative measurement of FPZ length
has not yet been realized until now. The crack tip position and FPZ length is measured automatically
and quantitatively by the DIC technique proposed in this presentation. The length of FPZ obtained
by DIC and AE technique are in good agreement. The maximum of FPZ length is about 20 mm,
the experimental results agreed with the hypothesis that the length of FPZ is about three times the
maximum aggregate size [24].

The internal micro-cracking process is monitored by AE technique. The cracking source of AE
events are located precisely by the proposed location methods. The results show that the internal
AE event propagation process is completely consistent with the displacement and strain localization
process obtained by DIC method on the surface of concrete specimen. During the concrete crack
extension process, the FPZ corresponds to the surface deformation localization band and the internal
AE event band. The width of fracture process zone is 3 mm on the surface of specimen and 10 mm in
the interior of specimen. It means the internal influence area of crack in concrete is larger than that of
FPZ observed on concrete surface.

The measurement of stress intensity factors at crack tip is usually a difficult problem during the
FPZ extension process. The SIFs are derived from the displacement field around the FPZ tip by the
DIC technique proposed in this presentation. The stress intensity factors indicate the distribution
characteristics of the stress field around the FPZ. It should be mentioned that the emission energy
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monitored by AE sensor is a relative parameter, which can’t be directly applied to quantify the real
released energy of AE event. The comparative analysis of AE results based on deformation field and
SIFs will help to explain and analyze the experimental results of AE in the FPZ of concrete.

4. Conclusions

The following conclusions can be drawn from experiments with Single-edge notched concrete
beams under three-points bending using the digital image correlation and acoustic emission technique:

(1) The displacement fields, strain fields, crack tip position, crack extension length, and SIFs are
obtained automatically and quantitatively by DIC technique proposed in this presentation, the FPZ is
identified by the surface deformation of specimen during the crack extension process.

(2) The internal micro-cracking events of FPZ are localized automatically and dynamically by the
proposed AE event location method. The distribution of internal acoustic emission events corresponds
to the FPZ on the surface of the specimen.

(3) The length of the FPZ is obtained by DIC and AE technique, the results are consistent with
each other.

(4) The internal and surface characteristics of FPZ evolution are identical during the concrete crack
extension process. The comparative analysis based on DIC and AE technique is helpful to comprehend
the characteristics of concrete FPZ.
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Featured Application: 3D deformation measurement and elasticity quantification of biological

tissue and biomaterials.

Abstract: The three-dimensional (3D) mechanical property characterization of biological tissues
is essential for physiological and pathological studies. A digital volume correlation (DVC) and
virtual fields method (VFM) based 3D optical coherence elastography (OCE) method is developed
to quantitatively measure the 3D full-field displacements, strains and elastic parameters of layered
biomaterials assuming the isotropy and homogeneity of each layer. The integrated noise-insensitive
DVC method can obtain the 3D strain tensor with an accuracy of 10%. Automatic segmentation of
the layered materials is realized based on the full field strain and strain gradient. With the strain
tensor as input, and in combination with the segmented geometry, the Young’s modulus and Poison’s
ratio of each layer of a double-layered material and a pork specimen are obtained by the VFM.
This study provides a powerful experimental method for the differentiation of various components
of heterogeneous biomaterials, and for the measurement of biomechanics.

Keywords: 3D deformation; digital volume correlation; optical coherence elastography; virtual fields
method; layered material

1. Introduction

Optical coherence elastography (OCE) uses optical coherence tomography (OCT) as an imaging
modality to measure the mechanical properties of biological tissue [1,2]. Thanks to the inherent high
resolution and ~2 mm depth penetration of OCT, OCE has the potential for early disease diagnosis.
To extract mechanical information such as strain and elastic modulus from OCT interference signals,
phase-based [3,4] and speckle tracking based [5] methods can be used. Speckle tracking based OCE
methods have an advantage over phase-based methods for simultaneous multi-dimensional static
deformation measurement.

In 1998 Schmitt first proposed the concept of OCE or OCT elastography [5]. He used a normalized
cross-correlation (NCC) speckle tracking method to measure the displacements and strains of gelatin
phantoms and tissue specimens including pork meat, and intact skin in two dimesnions (2D). This work
demonstrated the feasibility of applying speckle correlation to extract mechanical properties from
OCT images, which are fundamentally laser speckle images [6]. In 2004, Rogowska et al. [7] improved
the speckle tracking algorithm by using a zero-mean normalized cross-correlation (ZNCC) criterion.
They found that the noise in axial and lateral displacement maps could be reduced by increasing
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the size of the subset (cross correlation kernel). Chan et al. [8] and Khalil et al. [9] then proposed
a variation framework to reconstruct the Young’s modulus of arterial tissue from the speckle correlation
displacement measurement, using the inverse problem solving. Rogowska et al. later applied the
speckle correlation method to measure the deformation and elastic modulus of atherosclerotic arterial
samples [10]. However, only the average value of Young’s modulus was obtained. Difficulties remain
in measuring the Young’s modulus of each layer of the aorta specimen. Sun et al. [11] conducted
detailed experimental studies on the feasibility of combining a Newton-Raphson (NR) digital image
correlation (DIC) algorithm [12] with OCT imaging for the strain measurement. They concluded that
the speckle patterns were correlated well when the strain is less than 10%. Although measurement
errors have not been well analysed and quantified from the above studies, speckle correlation methods
have been proved to be applicable to integrate with OCT imaging for the deformation measurement.

Recently, with the development of digital volume correlation (DVC), 3D OCE techniques have
been proposed. In 2013, Fu et al. [13] first combined OCT imaging with DVC for the 3D displacement
and strain measurement by utilizing the commercial DVC software from LaVision (Göttingen,
Germany). Later, they measured the full-field deformation of corneal considering the distortion
induced by refraction in OCT reconstruction [14]. They also proposed to use the virtual fields method
(VFM) to calculate the Young’s modulus and Poisson’s ratio of the homogeneous phantoms of two
shapes [13]. The results were promising although there were fringe-like errors in the strain maps.
In the same year, Nahas et al. [15] conducted proof-of-concept studies of combing full-field OCT with
DVC for the strain tensor measurement of multi-layer phantoms and biological samples. The strains
were calculated from the displacement gradient. This study demonstrated the feasibility of the method
without a detailed evaluation of the accuracy of the results. Lately, Acosta Santamaría et al. measured
the deformation of the porcine aorta immersed in tissue clearing agents under tensile loading by
OCT and commercial DVC software [16]. These studies demonstrated the feasibility of using a DVC
algorithm to process OCT images. However, the data format is often limited by the commercial
software. Girard et al. conducted a series of studies. They developed a DVC algorithm based on
a differential evolution method for the 3D displacement measurement [17], then proposed a VFM
method, which is insensitive to rigid body motion, to recover the constitutive parameters of the optic
nerve head [18]. This work provided a paradigm for combining OCT, DVC and VFM for the mechanical
properties’ measurement of heterogeneous tissue. However, using strains instead of displacements
as the input for VFM calculation may be more accurate. Although there are not so many studies of
combined OCT and DVC yet, it can be seen that it is completely feasible to combine them for the 3D
displacement measurement. However, the noise insensitive method is required to calculate the strain
tensors in dealing with the laser speckle noises in OCT images. In addition, when objects with complex
structures are measured, a large amount of virtual displacements and large-scale linear equations
maybe involved in VFM, which may result in unsolvable problems or wrong solutions. Thus, a method
to simplify the VFM calculation is required when a nonhomogeneous sample is measured.

This study is to develop a DVC and VFM based OCE method for the quantitative characterization
of mechanical properties of layered biological tissue. As the DVC algorithm has been advanced in
all aspects since it was first proposed in 1999 [19], we picked out the steps that are insensitive to
noise and integrated them into a 3D strain measurement method with OCT imaging. This included
a zero-mean normalized sum of squared difference (ZNSSD) criterion [20], a 3D inverse compositional
Gauss-Newton (IC-GN) matching method [21], and a local ternary quadratic polynomial fitting
method [22] for strain calculation. We then chose a linear VFM method which is noise resistance [23].
The automatic segmentation of the layers is proposed based on the strain gradient acquired by DVC and
OCT, so that the Young’s modulus and Poisson’s ratio of each layer can be solved individually by VFM.
Strains are used as the input for the VFM calculation of material properties of double-layer materials
under a compressive load. This quantitative 3D OCE method can obtain the elastic modulus of each
layer of the specimen simultaneously. As many biological tissues, such as the skin and the vascular wall,
are layered structures, this study will have a wide application potential in experimental biomechanics.
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2. Equipment and Methods

2.1. 3D Strain Measurement by OCT Imaging and DVC

A swept source OCT (SSOCT) system and a compressive loading device were developed in our
laboratory. A schematic diagram of the system is shown in Figure 1a. Laser emitted from a swept laser
source (HSL-20-100-B, Santec, Aichi, Japan) goes to a Mach-Zahnder interferometer. The interference
signal was detected by a balanced photodetector (EBR370006-02, Exalos, Schlieren, Switzerland) then
acquired by a data acquisition card in a computer. The central wavelength of the laser is 1315 nm;
the bandwidth is 88 nm, which results in an axial resolution of 9.93 μm. The refractive index of
biological tissue is around 1.4, so the axial resolution in tissue is 7.09 μm. Sample beams are scanned
by two Galvo mirrors. The line scan rate is 100 kHz, so it takes 0.46 s to scan a bulk of 214 × 214 ×
1024 voxels. A compressive loading device consisting of a base and an optical window was designed.
A force sensor (FSH03221, FUTEK, Irvine, CA, USA) is set on the base to measure the applied load.
An example of a 2D cross-sectional OCT image and a 3D volumetric image of a phantom are shown in
Figure 1b,c.

Figure 1. The SSOCT and compressive loading system. (a) A schematic diagram of the system; (b) a 2D
OCT cross-sectional image (B-scan); (c) a 3D volumetric OCT image. Stationary experiment: (d) 3D
displacements in the x, y and z directions of the ROI; (e) 3D strain tensors of the ROI. The ROI is marked
out with a blue rectangle in (b) and with a blue cube in (c).

A DVC algorithm was developed by integrating a coarse search mechanism, an IC-GN based fine
search algorithm and a local ternary quadratic polynomial fitting method for strain calculation. Firstly,
because the ZNCC correlation function is not sensitive to noise, a ZNCC correlation function based
coarse search was developed to find initial integer values of voxel shifts. Secondly, the IC-GN [21]
based fine search algorithm was employed. The IC-GN algorithm changes the shape and location of
target and reference sub-volumes simultaneously to find the maximum of the correlation function.
Because the Hessian matrix does not need to update in each iteration, the computational speed can
be ~1.7 times faster than the conventional DVC method [21]. The computing speed is ~4 s per point
calculating OCT images by DVC. The convergence criterion was set as either the increment of each
displacement component was less than 0.001 voxels, or the maximum iteration of 20 was reached.
A cubic spline interpolation scheme with not-a-knot end condition was utilized for the calculation of
sub-voxel intensities. More details about the IC-GN algorithm can be found in paper [21]. Through the
coarse-fine search DVC calculation, the 3D displacements can be obtained with sub-voxel resolution.
Thirdly, the local ternary quadratic polynomial fitting equations were used to fit 3 × 3 × 3 voxels of
the displacement data with the least square method. Then, the strains were calculated using Cauchy’s
formulae [24]. The displacement and strain resolution of this system are around 0.06 voxels (~1 μm)
and 0.2%, respectively, tested by the stationary experiment as shown in Figure 1d,e, where the region
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of interest (ROI) is marked out with a blue rectangle in (b) and a blue cube in (c), which may become
worse in deformation measurements due to the speckle blinking [25,26].

2.2. VFM

The VFM is based on the principle of virtual work, which has

−
∫

V
σ : ε∗dV +

∫
S f

T·u∗dS +
∫

V
b·u∗dV =

∫
V

ρa·u∗dV (1)

where σ is the real stress tensor; ε* is the virtual strain tensor; u* is the virtual displacement vector
which should meets the boundary conditions; T is the external force vector on the surface of Sf; b is
the body force vector; a is the acceleration vector; ρ is the density; V is the volume; S is the surface;
“:” means the contraction operation of the second order tensor, i.e., σ:ε* = ∑i,jσi,jε*i,j, i, j = 1, 2, 3. In this
paper, the body force b can be neglected because it is relatively small compared with the external
force T; the samples are compressed statically, so the acceleration a can also be neglected. Hence,
the Equation (1) can be simplified as

−
∫

V
σ : ε∗dV +

∫
S f

T·u∗dS = 0 (2)

For convenience, the stress tensor and strain tensor are written as vectors:

σ =
(
σx, σy, σz, σyz, σzx, σxy

)T
= (σ1, σ2, σ3, σ4, σ5, σ6)

T (3)

ε =
(
εx, εy, εz, 2εyz, 2εzx, 2εxy

)T
= (ε1, ε2, ε3, ε4, ε5, ε6)

T (4)

According to elastic mechanics, the constitutive equations of 3D isotropic elastic materials are

σ1 = Q11ε1 + Q12(ε2 + ε3), σ4 = 1
2 (Q11 − Q12)ε4,

σ2 = Q11ε2 + Q12(ε1 + ε3), σ5 = 1
2 (Q11 − Q12)ε5,

σ3 = Q11ε3 + Q12(ε1 + ε2), σ6 = 1
2 (Q11 − Q12)ε6,

(5)

where the relationships between the two independent elastic parameters Q11, Q12 and Young’s modulus
E and Poisson’s ratio ν are

Q11 =
(1 − ν)E

(1 + ν)(1 − 2ν)
, Q12 =

νE
(1 + ν)(1 − 2ν)

. (6)

Then, Equation (2) becomes
∫

V
Qijε jε

∗
i dV =

∫
S f

T·u∗dS i, j = 1, 2, · · · , 6, (7)

where Qij is elastic constant. If the material is homogenous, the Equation (7) can be expressed as

Q11
∫

V

(
ε1ε∗1 + ε2ε∗2 + ε3ε∗3 +

1
2 ε4ε∗4 +

1
2 ε5ε∗5 +

1
2 ε6ε∗6

)
dV

+Q12
∫

V

(
ε1ε∗3 + ε3ε∗1 + ε2ε∗3 + ε3ε∗2 + ε1ε∗2 + ε2ε∗1

− 1
2 ε4ε∗4 − 1

2 ε5ε∗5 − 1
2 ε6ε∗6

)
dV =

∫
S f

T·u∗dS.
(8)

The integration can be approximated to summation by

∫
V

ε jε
∗
i dV =

M

∑
k=1

ε j,kε∗i,kvk, i, j = 1, 2, · · · , 6, (9)
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where k represents the kth test point; M is the number of total points; vk is the volume of the kth point
or mesh; ε*i,k is the virtual strain of the ith variable of the kth point; εj,k is the real strain of the jth
variable of the kth point. There are two unknown parameters Q11 and Q12 to solve, so two virtual
fields are needed. Superscript (i) which means the ith virtual field and i = 1, 2 is used in order to build
linearly independent equation:

AQ = B (10)

where the coefficient matrix A is a 2 × 2 square matrix; the constitutive parameter vector Q and the
virtual work vector B are 2 × 1 vectors. The coefficient matrix A can be expressed as follows:

Ai1 =
∫

V

(
ε1ε

∗(i)
1 + ε2ε

∗(i)
2 + ε3ε

∗(i)
3 + 1

2 ε4ε
∗(i)
4 + 1

2 ε5ε
∗(i)
5 + 1

2 ε6ε
∗(i)
6

)
dV,

Ai2 =
∫

V

⎛
⎝ ε1ε

∗(i)
3 + ε3ε

∗(i)
1 + ε2ε

∗(i)
3 + ε3ε

∗(i)
2 + ε1ε

∗(i)
2 + ε2ε

∗(i)
1

− 1
2 ε4ε

∗(i)
4 − 1

2 ε5ε
∗(i)
5 − 1

2 ε6ε
∗(i)
6

⎞
⎠dV.

(11)

The constitutive parameter vector Q is

Q =

(
Q11

Q12

)
(12)

The virtual work vector B can be expressed as

Bi =
∫

S f

T·u∗(i)dS. (13)

Hence, the two unknown elastic constants can be solved by Equations (14) and (15):

Q = A−1B, (14)

E =
(Q11 − Q12)(Q11 + 2Q12)

Q11 + Q12
, ν =

Q12

Q11 + Q12
. (15)

For double-layered material, the principle of virtual work is still adaptable, while there will be
two sets of linear equations, assuming each layer is homogeneous. Equation (2) can be written as:

nA nQ = nB (16)

where n is the layer number; nA is the coefficient matrix; nQ is the constitutive parameters vector,
and nB is the virtual work vector done by external forces. The coefficient matrix nA can be expressed
as follows:

n Ai1 =
∫

Vn

(
ε1ε

∗(i)
1 + ε2ε

∗(i)
2 + ε3ε

∗(i)
3 + 1

2 ε4ε
∗(i)
4 + 1

2 ε5ε
∗(i)
5 + 1

2 ε6ε
∗(i)
6

)
dVn,

n Ai2 =
∫

Vn

⎛
⎝ ε1ε

∗(i)
3 + ε3ε

∗(i)
1 + ε2ε

∗(i)
3 + ε3ε

∗(i)
2 + ε1ε

∗(i)
2 + ε2ε

∗(i)
1

− 1
2 ε4ε

∗(i)
4 − 1

2 ε5ε
∗(i)
5 − 1

2 ε6ε
∗(i)
6

⎞
⎠dVn,

(17)

where n represents the nth layered material and n = 1, 2 for a double-layered material; Vn represents
the volume of the nth layered material. The constitutive parameter vector nQ is

nQ =

(
nQ11
nQ12

)
(18)
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where nQ11 and nQ12 represent the two independent elastic parameters of the nth layer. The virtual
work vector nB can be expressed as

nBi =
∫

S f n

nT·u∗(i)dSn (19)

where Sn means the entire surface, and nT represents the external force vector of the nth layer. Sfn is
the surface where the external force applies. nT includes the forces on the interfaces of the layers,
which becomes external forces after the layers are divided during calculation. u*(i) is the ith virtual
displacement vector. A flow chart of the layered VFM is shown in Figure 2.

 
Figure 2. A flow chart of the layered VFM.

3. Experiments

3.1. Strain and Young’s Modulus Measurement of a Homogeneous Phantom

3D displacements and strains of a phantom under compression were measured by the DVC-based
3D OCE technique. A homogenous phantom was made by mixing food-grade translucent 45-degree
silica gel and titanium dioxide (TiO2) scatterer with a diameter of 1 μm and density of 0.5 mg/mL.
The phantom was cut into a lx = 4.24 mm, ly = 4.24 mm and lz = 11.60 mm cube shown as Figure 3a
and was set on the surface of the force sensor of the loading device shown in Figures 1a and 3b.
The phantom was preloaded for about 5 min until the reading of the force sensor became stable
at 1.072 N. Then, the first 3D OCT image was taken as shown in Figure 3d. The phantom was
compressed by 0.046 N immediately after the first image was taken, and the second 3D OCT was taken.
This procedure took less than 1 s, thus, tissue relaxation was neglected. The phantom was compressed
for −41.0 μm reading from the translation of the optical window. The phantom was scanned 4 mm in
both the width and length directions. The ROI was marked out with a blue cube shown in Figure 3d.
It is 64.7 μm below the top surface of the phantom as shown in Figure 3c. The coordinate was built
with the origin O at the bottom left corner of the ROI, and the three axes were along the three edges
of the ROI as shown in Figure 3d. The number of DVC computed points was M = 9 × 9 × 5 = 405.
The step lengths in the x, y and z directions were 17 voxels. By calibration, the dimensions of the ROI
were Lx = Ly = 2861.1 μm, and Lz = 844.1 μm. The average of the correlation coefficient of the ROI was
tested to be 0.659.
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Figure 3. A sample of homogeneous phantom. (a) A photo of the phantom; (b) a photo of the phantom
under compression; (c) a 2D OCT image of the phantom, where the ROI is marked with a blue rectangle;
(d) a 3D OCT image of the phantom, where the ROI is marked with a blue cube.

All components of displacements and strains obtained by the DVC are shown in Figure 4. It can
be seen from Figure 4c that the value of displacement in the z-direction decreases from the top to
the bottom, which corresponds to theory. The mean value of the displacement on the top surface
is −42.7 μm. So, the relative error for the z-direction displacement measurement is 4.1% compared
with the imposed displacement of −41.0 μm. The displacements in the x and y directions shown in
Figure 4a,b change diagonally, probably because the sample was slightly tilted and the OCT scanning
direction was not strictly parallel with the edge of the sample. Each of the strains shown in Figure 4d–i
is supposed to be a constant, and therefore the variations of the results demonstrate measurement
errors. Figure 4f shows that the values are fairly constant except a thin top layer. The bigger values
on the top portion, are possibly induced by the friction between the glass window and the top
surface of the sample. The mean value of the εz of the whole ROI is −0.39% as shown in Figure 4f.
While the applied strain is −41.0 μm/11.60 mm = −0.35%, thus the relative measurement error is
11.4%. If the top portion with bigger values is excluded, the relative measurement error becomes 5.7%.
The measurement error for shear strains shown in Figure 4g–i is within 0.2%.

Figure 4. 3D deformation measurement of the homogeneous phantom. (a–c) 3D displacements in the x,
y and z directions respectively; (d–f) 3D normal strains in the x, y and z directions respectively; (g–i) 3D
shear strains.
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The full-field strain ε obtained in Figure 4d–i and virtual strains ε*(i) were then utilized to form
the coefficient matrix A of VFM in Equation (11). Considering the frictions on the top and bottom
surface of the phantom, the boundary conditions were as follows:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

u|z=zb,z=zt
= 0

v|z=zb,z=zt
= 0

w|z=zb
= 0

T|z=zt
= T0

(20)

where T0 was the applied pressure, i.e., T0 = −0.046 N/(4.24 × 10−3 m × 4.24 × 10−3 m) = −2558.7
Pa; zt and zb were the locations of the top and bottom surfaces of the phantom where the in-plane
displacements were zeros. zt = 908.8 μm was calculated according to the location of the white line in
Figure 3c. zb = −10,691.2 μm calculated by subtracting lz from zt.

According to the boundary conditions, the virtual displacement fields were chosen as follows:

u∗(1) =

⎛
⎜⎝ 0

0
z − zb

⎞
⎟⎠ (21)

u∗(2) =

⎛
⎜⎝ x(z − zb)(z − zt)

0
0

⎞
⎟⎠ (22)

Hence, the virtual strain fields were

ε∗(1) =
(

0 0 1 0 0 0
)T

(23)

ε∗(2) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

(z − zb)(z − zt)

0
0
0

x(z − zb + z − zt)

0

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

(24)

The coefficient matrix A in Equation (11) were written as

A11 = ∑M
k=1 ε3,kvk ,

A12 = ∑M
k=1 (ε1,k + ε2,k)vk,

A21 = ∑M
k=1 [ε1,k(zk − zb)(zk − zt) + ε3,kxk(2zk − zb − zt)]vk ,

A22 = ∑M
k=1

[
(ε2,k + ε3,k)(zk − zb)(zk − zt)− 1

2 ε5,kxk(2zk − zb − zt)
]
vk ,

(25)

where M is the number of the matched points in DVC and M = 405; vk is the volume of the kth mesh
(point) and vk = LxLyLz/M. According to Equation (13) and static equilibrium, the virtual work vector
B is

B1 = TLxLy(Lz − zb)− TLxLy(0 − zb),

B2 = 0.
(26)

Then, coefficient matrix A and the virtual work vector B were input to Equation (14) to solve the
elastic constants. Q11 and Q12 were calculated to be 2.2046 × 106 Pa and 1.1070 × 106 Pa. Young’s
modulus and Poisson’s ratio were then calculated to be 1464.5 kPa and 0.334 respectively, by inputting
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Q to Equation (15). The Young’s modulus of the phantom was also measured by a uniaxial tensile
test, which resulted in 1471.0 kPa. The relative discrepancy between the results obtained by the two
methods is ~1%. The Poisson’s ratio, calculated by dividing the average εz from the lateral strain
obtained by DVC, was 0.306, where the the quadratic mean of εx and εy was taken as the lateral strain.
The Poisson’s ratio calculated by VFM was 0.334, which is 8% different to 0.306.

3.2. Strain and Young’s Modulus Measurement of a Double-Layer Phantom

A double-layered phantom was made by mixing 1 μm and 0.5 mg/mL TiO2 scatterer with
15-degree silica gel for the bottom layer and 0-degree silica gel for the top layer. The dimensions of the
double-layer phantom were lx = 4.20 mm, ly = 4.00 mm and lz = 1.90 mm. A compression experiment
was conducted following the same procedure as the homogeneous phantom. The double-layer
phantom was preloaded for 1.320 N, then compressed by 0.247 N as read from the force sensor.
The phantom was scanned 4 mm along both the width and length directions, before and after
deformation. A 3D and a 2D OCT image of the phantom are shown in Figure 5a, from which
the interface of the two layers can be observed. The ROI is marked with a blue cube or rectangle,
which is 99.3 μm below the top surface of the phantom as shown in Figure 5aii. The average of the
correlation coefficient of the ROI was tested to be 0.581. The coordinate was built with the origin
O at the bottom left corner of the ROI, and the three axes were along the three edges of the ROI as
shown in Figure 5ai. The number of computed points was M = 9 × 9 × 5 = 405. The step lengths were
17 voxels in the x and y directions, and 8 voxels in the z-direction. The computed dimensions were
Lx = Ly = 2861.1 μm and Lz = 397.2 μm. The 3D displacements of the ROI with the defined coordinate
system are shown in Figure 5b–d. The 2D images are the cross-sections along the dashed lines on
the 3D images. The distributions of 3D strains are shown in Figure 6. From the 3D display of εz in
Figure 6c, the interface of the two layers can be observed. Strain-gradients were then calculated to
segment the two layers automatically. Based on the abrupt change of the strain-gradient, the interface
can be determined, which is drawn with dashed lines in Figure 6ci,cii. The strain-gradients of εz in the
z-direction of the cross-section in Figure 6ci,cii are plotted on their cross-sectional OCT images as shown
in Figure 7. For accuracy of computation in the VFM, broken lines simulated the physical interface
between two layers, the blue curves shown in Figure 7. Although the physical boundary is recognizable
in the phantom, the interfaces of most biological tissues are invisible. Hence, the automatic estimation
of the boundary is necessary. The location of the minimum of the strain-gradient is where the interface
of the two layers, i.e., the purple dashed lines as shown in Figure 7a,b, shows a good agreement with
the physical boundary.

After the full-field strain ε of the double-layer phantom was obtained, the constitutive parameters
were calculated by the VFM. Because the errors of εx are large on the left boundary as shown in
Figure 6a, the values of the left two columns were dropped out during VFM calculation. Then Lx
became: Lx = 2225.3 μm. The number of computed points became M = (9 − 2) × 9 × 5 = 315 in the VFM.
The boundary conditions were the same as that of the homogenous phantom test, where the displacements
in the x and y directions on the top and bottom surfaces were approximated as zeros, considering the
friction on the contact surfaces. The value of zt = 496.5 μm obtained from OCT imaging as shown in
Figure 5aii; zb = zt−lz = −1404.0 μm; T0 = −0.247 N/(4.20 × 10−3 m × 4.00 × 10−3 m) = −14,702 Pa.
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Figure 5. 3D displacement measurement of a double-layer phantom. (a) OCT images: (a-i) a 3D OCT
image with the ROI marked by a blue cube; (a-ii) a 2D OCT image with the ROI marked by a blue
rectangle; (b–d) 3D displacements in the x, y and z directions respectively. Two displacement maps on
the right side of each 3D image are the cross-sections along the dashed lines on (b–d).

The full-field strain ε and virtual strains ε*(i) were input to Equation (17). The two coefficient
matrixes nA were

n A11 = ∑Mn
k=1 ε3,kvk

n A12 = ∑Mn
k=1 (ε1,k + ε2,k)vk

n A21 = ∑Mn
k=1 [ε1,k(zk − zb)(zk − zt) + ε3,kxk(2zk − zb − zt)]vk

n A22 = ∑Mn
k=1

[
(ε2,k + ε3,k)(zk − zb)(zk − zt)− 1

2 ε5,kxk(2zk − zb − zt)
]
vk

(27)

where the superscript n on the upper left corner represents the nth layer and n = 1, 2, where 1 means the
bottom layer and 2 means the top layer; Mn is the number of meshes in the nth layer; vk is the volume
of the kth mesh and vk = LxLyLz/M. One key step for the calculation is to segment the two layers
according to the strain-gradient as described earlier, so as to determine the value of Mn. After the
two layers were divided as shown in Figure 6c, the Mn were calculated to be M1 = 143 and M2 = 172
respectively. According to Equation (19) and the static equilibrium, the virtual work vectors nB are

1B1 = TLxLyLz
M

Nx Ny

∑
d=1

Nd,

1B2 = 0;

(28)

2B1 = TLxLyLz

(
1 − 1

M

Nx Ny

∑
d=1

Nd

)
,

2B2 = 0,

(29)

where Nx and Ny are the number of points in the x and y directions respectively; Nd is the dth maximum
number in the z-direction of the bottom layer, where d = 1, 2, . . . , NxNy.

Then the coefficient matrixes nA and the virtual work vectors nB were substituted into the linear
equations, Equation (16). The elastic constants nQ11 and nQ12 of the two layers were then solved as:
1Q = (1.1920 × 106 Pa, 8.8362 × 105 Pa)T; 2Q = (3.2683 × 105 Pa, 2.4166 × 105 Pa)T. The Young’s moduli
and Poisson’s ratios were respectively E1 = 439.7 kPa, ν1 = 0.426; E2 = 121.4 kPa, ν2 = 0.425, where the
subscript 1 means the bottom layer and the subscript 2 means the top layer. The Young’s moduli were
also measured by tensile tests. The comparison of the results between the VFM and the tensile tests is
listed in Table 1, which shows that the relative discrepancy between the two measurements is less than
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5%, which is 5% better than a simple plane boundary as we used before. The Poisson’s ratio obtained
by DVC was 0.422. The relative difference between the method of DVC and VFM is 1%.

Figure 6. 3D strain fields of a double-layer phantom under compression. (a–c) Normal strains in the x,
y and z directions respectively. The purple dashed lines in (c-i) and (c-ii) indicate the interface of the
two layers. (d–f) Shear strains. Two strain maps shown underneath each of the 3D displays are the
images of the cross-sections along the dashed lines.

Figure 7. Strain-gradient of εz in the z-direction. (a,b) are 2D strain-gradient maps of the cross-section
(c-i) and (c-ii) in Figure 6 respectively plotted on their 2D OCT cross-sectional images. The purple
dashed line and blue solid line indicate the estimated interface and physical interface of the two
layers respectively.

Table 1. The comparison between the tensile test and calculated constitutive parameters of a double-layer
phantom by VFM.

Young’s Moduli Tensile Tests VMF Relative Errors

E1 (kPa) 462.1 439.7 4.8%
E2 (kPa) 120.8 121.4 0.5%
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3.3. Strain and Young’s Modulus Measurement of Pork

A piece of pork was bought from a grocery store. To test the DVC and VFM based method for the
elasticity measurement of biological tissue, a fresh pork specimen was tested at room temperature.
A small cube shown in Figure 8a was resected for measurement, which has a layer of pig’s skin on the
top. Dimensions of the pork sample were lx = 10.36 mm, ly = 10.30 mm and lz = 7.50 mm. A reference
volumetric OCT image was taken when 0.620 N preload was applied. Then another volumetric OCT
image was taken when the specimen was compressed by 41.0 μm and the applied load was 0.082 N.
6 mm in both the width and length directions were imaged by the OCT. A cross-sectional OCT image
of the specimen with the ROI marked by a blue rectangle is shown in Figure 8b. A reference 3D
volumetric OCT image is shown in Figure 8c with the ROI marked by a blue cube, which is 461.8 μm
below the top surface of the specimen as shown in Figure 8b. The average of the correlation coefficient
of the ROI was tested to be 0.391. The coordinate was built with the origin O at the bottom left corner of
the ROI, and the three axes were along the three edges of the ROI as shown in Figure 8c. The number of
computed points was M = 31 × 31 × 8 = 7688. The step lengths were 7 voxels in the x, y and z directions.
The computed dimensions were Lx = Ly = 4057.9 μm and Lz = 556.1 μm. The 3D displacements and
strains of the ROI with the defined coordinate system are shown in Figure 9. The displacements in
the x and y directions are less than 6 μm. The values of displacement and the normal strain in the
z-direction shown in Figure 9c and f decrease with the increase of the depth. From Figure 9f the layered
structure can be identified as the double-layered phantom. The other strain components are relatively
small, mostly less than 1.0% but show heterogeneity of the tissue.

Figure 8. Pork sample. (a) A photo of the pork sample; (b) a central cross-sectional OCT image before
deformation, where the ROI is marked with a blue rectangle; (c) a 3D OCT image before deformation,
where the ROI is marked with a blue cube.

Figure 9. 3D deformation measurement of a pork specimen. (a–c) 3D displacements in the x, y and
z directions respectively; (d–f) 3D normal strains in the x, y and z directions respectively; (g–i) 3D
shear strains.
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After the full-field strain ε of the pork specimen was obtained, the constitutive parameters were
derived by the same procedure as the double-layer phantom using the VFM. Some of the geometric
parameters in this experiment were zt = 1017.9 μm as shown in Figure 8b; zb = zt − lz = −6482.1 μm.
T0 = −0.082 N/(10.36 × 10−3 m × 10.30 × 10−3 m)= −768 Pa. By solving Equation (16), the Young’s
moduli and Poisson’s ratios of the two layers were obtained. They were E1 = 123.9 kPa, ν1 = 0.083 for
the lower layer, and E2 = 31.62 kPa, ν2 = 0.123 for the top layer. These values are in a similar range to
the porcine skin’s Young’s modulus of 113 kPa measured by Yeung et al. [27].

4. Discussion

The 3D OCE method based on DVC and VFM has been developed in this study. Experimental
results demonstrate that this method can obtain the 3D displacements, strains and constitutive
parameters including Young’s modulus and Poisson’s ratio of layered materials.

The Young’s modulus of the homogenous phantom obtained by the DVC and VFM based 3D OCE
method is ~1% different from the value measured by a tensile test, which demonstrates the effectiveness
of the new method. For the compressive loading experiments conducted in this paper, the theoretical
strain distribution in the depth direction and the shear strains can be estimated. These distributions
and analyses show the relative error is about 10%. Errors are also observable at the edges shown in
Figure 4g–i. Reasons for the strain measurement errors include: (1) the influence of the glass window
on the top of the specimen including the friction with the specimen and the slant compression; (2) the
boundary effect of the polynomial fitting; (3) the influence of noise, which is unavoidable in laser
interferometry. The measurement can be improved by improving the loading device, optimizing the
virtual fields and applying data processing techniques to reduce noise. The Poisson’s ratio can be
easily calculated from the DVC results or by the VFM. The results obtained by the two methods are
very close, which can be further verified by other experimental methods such as tensile testing.

A complete friction boundary condition was employed at both the top and bottom surfaces.
This is reasonable, because the maximum ratio of shear stress to compressive normal stress on the
top surface of the phantom is ~0.02 at the four corners, calculated by simulation. Generally, the static
friction coefficient that is the ratio of the maximum static shear stress to normal stress between the
glass and different rubbers is larger than 0.2 [28], which would be similar to the coefficient between
the silica gel phantom and the glass. Because the shear stress is 10 times less than the maximum static
shear stress, the complete friction boundary conditions can be applied in Equation (20).

The OCT noise will affect the gray value of speckle images and then affect the accuracy of DVC
and VFM. Above all, the OCT noise will affect the correlation coefficient in DVC. The correlation
coefficient decreased from 0.8 to 0.6 with the depth increasing in the experiment of the homogeneous
phantom. Because the scattering light intensity decreases with the increase of depth, the information
of the sample is reduced dramatically. The OCT noise will cause the results of DVC to no longer be
reliable in deep regions. Hence, only the shallow regions were used. Furthermore, the OCT noise can
mask the gray value of speckle images. It will result in matching errors even in the samples without
any motion or deformation as the stationary experiment showed that the sensitivities of our system
were 0.05 voxels and 0.2% for displacement and strain measurement, respectively. If the matching
errors exist, the strains inputted into the VFM will lead to errors in the calculation of the constitutive
parameters. By combining noise resistant methods, such as the ZNSSD criterion [20], the local ternary
quadratic polynomial fitting method, and the linear VFM method [23], the experimental results will be
insensitive to noise.

The 3D strain maps not only provide the necessary input, but also enable more automatic and
accurate segmentation of the double-layer materials. This is important for the successful performance
of the proposed VFM method. Although the interface was estimated as a series of broken lines, it is
reliable because most of the purple dashed line is located at the blue curve in Figure 7b. The interface
can also be described more accurately in the future work to improve the computing accuracy through
finer meshing. The method of solving constitutive parameters of different components respectively
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has the merits of less virtual fields, large-scale linear equations and better solutions, because the
solutions of the elastic constants acquired by the method of solving all components simultaneously
had a negative value. From Figures 6c and 9f, it can be seen that the strain of the top layer is greater
than the bottom layers, which indicates that the top layers are softer. Therefore, the image of strain
distribution may be very useful for the diagnosis of diseases, as it shows the relative stiffness and
boundaries of different components of soft tissue.

As a high-resolution laser interferometry imaging technique, the signal to noise ratio of OCT
images decreases with the increases of depth as shown in Figure 8b, and the imaging is easy to be
disturbed. In this experiment, only a thin portion of ~0.56 mm of the pork image was processed, as the
correlation coefficient becomes too low anywhere below. As mentioned above, the OCT images are
generated by laser interferometry. The scattering characteristic and anisotropy factor of the tissue
influences the size and distribution of speckles of OCT images [29] and the DVC calculation. The size of
OCT speckle was determined by OCT resolution, optical devices and microstructure of tissues [30,31].
To improve the accuracy of the DVC based 3D OCE deformation measurement, the influence of OCT
speckle properties needs to be studied further. Kurokawa et al. [32,33] and Wijesinghe et al. [34]
proposed a more sensitive displacement and strain detection method using complex cross-correlation.
The sensitivity can be within tens of nanometers and tens of micro-strains, which improves about
tenfold the DVC method. In [32,33] out of plane motion was measured from 2D images; in [34],
particularly, 3D displacements were estimated from 3D OCT volumes. The using of complex data for
correlation calculation may be also helpful for improving DVC calculation.

The pork tissue tested in this paper is assumed to be layered isotropic elastic and homogenous
based on the strain maps shown in Figure 9. However, soft tissue is usually anisotropic. DVC has
the advantage of obtaining the displacement and strain tensors of anisotropic materials, although the
algorithm may need to be further improved. The VFM may become very complicated though. Image
segmentation methods may be used to differentiate between various components of heterogeneous
material, so that the VFM can be simplified. If the constitutive model of the tested tissue is too
complicated or even unknown, finite element method updating or other inverse problem solving may
be a good choice.

5. Conclusions

In conclusion, a DVC and VFM based OCE is developed to quantitatively measure the
3D displacements, strains and elasticity of double-layered biological tissue. The integrated
noise-insensitive DVC method can obtain the 3D strain tensor with an accuracy of 10%. With the
full-field strain as input, the VFM can recover the elastic modulus of homogeneous material with the
accuracy of ~1%. The automatic segmentation method proposed based on the strain gradient can
simplify the VFM calculation of layered samples. There are less virtual displacements and large-scale
linear equations involved in the VFM, once a double-layered material is divided into two parts.
The full-field strain tensor provides excessive information for elastic modulus quantification of the
double-layered material by the VFM. The relative measurement error of the Young’s modulus of the
double-layered phantom is ~5% in this study, which can be improved by optimizing the experimental
setup and the virtual fields. The simultaneous elasticity quantification of each of the two layers of the
pork specimen, shows great promise for the proposed method for mechanical properties measurement
of biological tissues. In all, the noise insensitive DVC and VFM based OCE method developed in
this study can obtain the 3D displacements, strains, Young’s modulus and Poison’s ratio of layered
materials simultaneously. It can be a powerful tool for the differentiation of various components of
heterogeneous biomaterials and for biomechanics measurement.

Author Contributions: F.M. was mainly responsible for the design and implementation of experiments,
the acquisition, processing, analyses and visualization of data. C.S. set the formulation or evolution of
overarching research goals and guided the methodology of the experiments. She also acquired the funding
and provided experimental equipment and materials. X.Z. and J.W. participated in the collection and processing of

80



Appl. Sci. 2019, 9, 1349

experimental data. C.L. provided the experimental device and gave some valuable opinions for the methodologies.
The programming codes were written by J.W. and F.M. J.C. and C.S. administrated and supervised this project.
The original draft of this paper was written by F.M., and the revision of the paper was completed by C.S., J.W.,
X.Z. and F.M.

Funding: This research was funded by [National Natural Science Foundation of China] grant number [11602166]
and [Natural Science Foundation of Tianjin] grant number [16JCYBJC40500]. The APC was funded by [National
Natural Science Foundation of China] grant number [11602166].

Acknowledgments: This work was supported by the National Natural Science Foundation of China (Grant #:
11602166); the Natural Science Foundation of Tianjin (Grant #: 16JCYBJC40500).

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Larin, K.V.; Sampson, D.D. Optical coherence elastography—OCT at work in tissue biomechanics [Invited].
Biomed. Opt. Express 2017, 8, 1172–1202. [CrossRef]

2. Wang, S.; Larin, K.V. Optical coherence elastography for tissue characterization: A review. J. Biophotonics
2015, 8, 279–302. [CrossRef]

3. Wang, R.K.; Ma, Z.S.; Kirkpatrick, J. Tissue Doppler optical coherence elastography for real time strain rate
and strain mapping of soft tissue. Appl. Phys. Lett. 2006, 89, 144103. [CrossRef]

4. Wang, R.K.; Kirkpatrick, S.; Hinds, M. Phase-sensitive optical coherence elastography for mapping tissue
microstrains in real time. Appl. Phys. Lett. 2007, 90, 164105. [CrossRef]

5. Schmitt, J.M. OCT elastography: Imaging microscopic deformation and strain of tissue. Opt. Express 1998, 3,
199–211. [CrossRef] [PubMed]

6. Luo, Z.; Wang, Z.; Yuan, Z.; Du, C.; Pan, Y. Optical coherence Doppler tomography quantifies laser speckle
contrast imaging for blood flow imaging in the rat cerebral cortex. Opt. Lett. 2008, 33, 1156–1158. [CrossRef]

7. Rogowska, J.; Patel, N.A.; Fujimoto, J.G.; Brezinski, M.E. Optical coherence tomographic elastography
technique for measuring deformation and strain of atherosclerotic tissues. Heart 2004, 90, 556–562. [CrossRef]
[PubMed]

8. Chan, R.C.; Chau, A.H.; Karl, W.C.; Nadkarni, S.; Khalil, A.S.; Iftimia, N.; Shishkov, M.; Tearney, G.J.;
Mofrad, M.R.K.; Bouma, B.E. OCT-based arterial elastography: Robust estimation exploiting tissue
biomechanics. Opt. Express 2004, 12, 4558–4572. [CrossRef]

9. Khalil, A.S.; Chan, R.C.; Chau, A.H.; Bouma, B.E.; Mofrad, M.R.K. Tissue Elasticity Estimation with Optical
Coherence Elastography: Toward Mechanical Characterization of In Vivo Soft Tissue. Ann. Biomed. Eng.
2005, 33, 1631–1639. [CrossRef] [PubMed]

10. Rogowska, J.; Patel, N.; Plummer, S.; Brezinski, M.E. Quantitative optical coherence tomographic
elastography: Method for assessing arterial mechanical properties. Br. J. Radiol. 2006, 79, 707–711. [CrossRef]
[PubMed]

11. Sun, C.; Standish, B.; Vuong, B.; Wen, X.Y.; Yang, V. Digital image correlation-based optical coherence
elastography. J. Biomed. Opt. 2013, 18, 121515. [CrossRef]

12. Chu, T.C.; Ranson, W.F.; Sutton, M.A. Applications of digital-image-correlation techniques to experimental
mechanics. Exp. Mech. 1985, 25, 232–244. [CrossRef]

13. Fu, J.; Pierron, F.; Ruiz, P.D. Elastic stiffness characterization using three-dimensional full-field deformation
obtained with optical coherence tomography and digital volume correlation. J. Biomed. Opt. 2013, 18, 121512.
[CrossRef]

14. Fu, J.; Haghighi-Abayneh, M.; Pierron, F.; Ruiz, P.D. Depth-resolved full-field measurement of corneal
deformation by optical coherence tomography and digital volume correlation. Exp. Mech. 2016, 56, 1203–1217.
[CrossRef]

15. Nahas, A.; Bauer, M.; Roux, S.; Boccara, A.C. 3D static elastography at the micrometer scale using Full Field
OCT. Biomed. Opt. Express 2013, 4, 2138–2149. [CrossRef] [PubMed]

16. Acosta Santamaría, V.A.; García, M.F.; Molimard, J.; Avril, S. Three-Dimensional Full-Field Strain
Measurements across a Whole Porcine Aorta Subjected to Tensile Loading Using Optical Coherence
Tomography–Digital Volume Correlation. Front. Mech. Eng. 2018, 4, 3. [CrossRef]

81



Appl. Sci. 2019, 9, 1349

17. Girard, M.J.; Strouthidis, N.G.; Desjardins, A.; Mari, J.M.; Ethier, E.R. In vivo optic nerve head biomechanics:
Performance testing of a three-dimensional tracking algorithm. J. R. Soc. Interface 2013, 10, 20130459.
[CrossRef]

18. Zhang, L.; Thakku, S.G.; Beotra, M.R.; Baskaran, M.; Aung, T.; Goh, J.C.H.; Strouthidis, N.G.; Girard, M.J.A.
Verification of a virtual fields method to extract the mechanical properties of human optic nerve head tissues
in vivo. Biomech. Model. Mechanobiol. 2016, 16, 871–887. [CrossRef] [PubMed]

19. Bay, B.K.; Smith, T.S.; Fyhrie, D.P.; Saad, M. Digital volume correlation: Three-dimensional strain mapping
using X-ray tomography. Exp. Mech. 1999, 39, 217–226. [CrossRef]

20. Pan, B.; Xie, H.; Wang, Z. Equivalence of digital image correlation criteria for pattern matching. Appl. Opt.
2010, 49, 5501–5509. [CrossRef]

21. Pan, B.; Wang, B.; Wu, D.; Lubineau, G. An efficient and accurate 3D displacements tracking strategy for
digital volume correlation. Opt. Lasers Eng. 2014, 58, 126–135. [CrossRef]

22. Zauel, R.; Yeni, Y.N.; Bay, B.K.; Dong, X.N.D.; Fyhrie, P. Comparison of the linear finite element prediction of
deformation and strain of human cancellous bone to 3D digital volume correlation measurements. J. Biomech.
Eng. 2006, 128, 1–6. [CrossRef] [PubMed]

23. Pierron, F.; Grédiac, M. The Virtual Fields Method; Springer: New York, NY, USA, 2012; p. 57.
24. Wu, J. Elasticity; Higher Education Press: Beijing, China, 2001; p. 34.
25. Zaitsev, V.Y.; Matveev, L.A.; Matveyev, A.L.; Gelikonov, G.V.; Gelikonov, V.M. Elastographic mapping in

optical coherence tomography using an unconventional approach based on correlation stability. J. Biomed.
Opt. 2014, 19, 021107. [CrossRef]

26. Zaitsev, V.Y.; Matveev, L.A.; Matveyev, A.L.; Gelikonov, G.V.; Gelikonov, V.M. A model for simulating
speckle-pattern evolution based on close to reality procedures used in spectral-domain OCT. Laser Phys. Lett.
2014, 11, 105601. [CrossRef]

27. Yeung, C.C.; Holmes, D.F.; Thomason, H.A.; Stephenson, C.; Derby, B.; Hardman, M.J. An ex vivo porcine
skin model to evaluate pressure-reducing devices of different mechanical properties used for pressure ulcer
prevention. Wound Repair Regen. 2016, 24, 1089–1096. [CrossRef]

28. Gu, Y.; Fei, G.; Zhang, H.; Liu, F. Test and analysis of friction coefficient on glass floor. Glass 2018, 3, 11–17.
29. Piederrière, Y.; Boulvert, F.; Cariou, J.; Le Jeune, B.; Guern, Y.; Le, G. BrunBackscattered speckle size as

a function of polarization: Influence of particle-size and concentration. Opt. Express 2005, 13, 5030–5039.
[CrossRef] [PubMed]

30. Lamouche, G.; Bisaillon, C.E.; Vergnole, S.; Monchalin, J.P. On the speckle Size in Optical Coherence
Tomography. Proc. SPIE 2008. [CrossRef]

31. Lamouche, G.; Bisaillon, C.E.; Maciejko, R.; Dufour, M.; Monchalin, J.P. Speckle size in optical coherence
tomography. Proc. SPIE 2007. [CrossRef]

32. Kurokawa, K.; Makita, S.; Hong, Y.J.; Yasuno, Y. Two-dimensional micro-displacement measurement for
laser coagulation using optical coherence tomography. Biomed. Opt. Express 2015, 6, 170–190. [CrossRef]

33. Kurokawa, K.; Makita, S.; Hong, Y.J.; Yasuno, Y. In-plane and out-of-plane tissue micro-displacement
measurement by correlation coefficients of optical coherence tomography. Opt. Lett. 2015, 40, 2153–2156.
[CrossRef] [PubMed]

34. Wijesinghe, P.; Chin, L.; Kennedy, B.F. Strain tensor imaging in compression optical coherence elastography.
IEEE J. Sel. Top. Quantum Electron. 2019, 25. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

82



applied  
sciences

Article

3D Strain Mapping of Opaque Materials Using an
Improved Digital Volumetric Speckle Photography
Technique with X-Ray Microtomography

Lingtao Mao 1,2,*, Haizhou Liu 2, Ying Zhu 2, Ziyan Zhu 2, Rui Guo 2 and Fu-pen Chiang 3

1 State Key Laboratory of Coal Resources and Safe Mining, China University of Mining & Technology,
Beijing 100083, China

2 School of Mechanics and Civil Engineering, China University of Mining & Technology, Beijing 100083,
China; m18600616052@163.com (H.L.); zhuying_hy@163.com (Y.Z.); 13230110170@163.com (Z.Z.);
Ray.Guo@student.cumtb.edu.cn (R.G.)

3 Laboratory for Experimental Mechanics Research and Dept. of Mechanical Engineering, Stony Brook
University, Stony Brook, NY 11794-2300, USA; fu-pen.chiang@stonybrook.edu

* Correspondence: mlt@cumtb.edu.cn

Received: 1 March 2019; Accepted: 26 March 2019; Published: 4 April 2019

Abstract: Digital volumetric speckle photography (DVSP) method has been used to strain
investigation in opaque materials. In this paper, an improved DVSP algorithm is introduced, in which
a multi-scale coarse–fine subset calculation process and a subvoxel shifting technique are applied
to increase accuracy. We refer to the new algorithm as Multi-scale and Subvoxel shifting Digital
Volumetric Speckle Photography (MS-DVSP). The displacement and strain fields of a red sandstone
cylinder exposed to uniaxial compression and a woven composite beam under three-point bending
are mapped in detail. The characteristics of the interior deformation of the specimens are clearly
depicted, thus elucidating the failure mechanism of the materials.

Keywords: interior 3D deformation; digital volumetric speckle photography; X-ray
microtomography; digital volume correlation; red sandstone; woven composite beam

1. Introduction

Speckle photography, a technique that uses a random speckle pattern to quantitatively measure
displacement and strain, is a major milestone in the archive of experimental mechanics. Speckle
photography has found application in many fields of science and engineering. The basic principle
of the white light speckle technique was first proposed in a 1968 paper by J. Burch [1]. After the
advent of laser, the laser speckle photography technique [2] was developed, followed by a major
expansion of the white light speckle photography approaches [3]. The method’s spatial resolution
was significantly increased with the development of the electron speckle photography technique by
Chiang et al., in 1997 [4], which employs submicron and nano-sized speckles. In addition, its ease of
use and versatility were greatly enhanced by the development of the digital speckle photography (DSP)
technique [5,6]. DSP is a 2-D method in that only the deformation of a plane (either a surface plane or
interior plane [7]) can be mapped. Since the genesis of experimental mechanics field, one of the major
goals has always been to develop a true 3D experimental stress/strain analysis technique whereby one
can probe into solids for detecting the interior deformation with ease. The invention of techniques such
as frozen stress photoelasticity [8,9], scattered light photoelasticity [10,11], integrated photoelasticity
and photoelastic tomography [12–14], etc. were major developments in this field. However all of
these techniques are rather tedious and time consuming, some of which are even error prone. These
techniques require transparent birefringent materials to simulate the real object, which limits their
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application. Many important solid mechanics problems cannot be modeled by a transparent material,
the most obvious of which are the 3D deformation of rock materials and fiber-reinforced composites.
Aside from photoelasticity, moire, laser speckle, and white light speckle photography techniques have
also been attempted to investigate the internal strain of 3D objects [15–18]. However, successes in
such attempts have been restricted because only a few planes or sections can be probed. All of these
techniques require the use of a transparent material.

With the rapid growth and application of high-resolution X-ray computed tomography (nano,
microfocus and synchrotron), it becomes much easier to acquire volumetric images of opaque
materials with high spatial resolution. Based on volumetric images, digital volume correlation
(DVC) method, a 3D extension of 2D digital image correlation (DIC), has been proposed by Bay et al.
for strain analysis of bone tissues exposed to compression loads [19]. This method has since been
applied to many materials such as wood [20], compacted sugar [21], sand grains [22], cast iron [23],
rock materials [24–26], concrete [27,28], and composites [29–31]. In the DVC method, surrounding
an interrogated point, a cubic subset (subvolume) of voxels is selected in the reference volumetric
image, its corresponding position is registered in the deformed volumetric image, from which its
3D displacement vector is retrieved. The registration process can be carried out either in the spatial
domain or the frequency domain. In the frequency domain, fast Fourier transform (FFT) is used to
increase the calculation efficiency.

As an extension of the 2D DSP (Digital Speckle Photography) method [5,6], we have developed
a 3D interior full field deformation measurement technique called digital volumetric speckle
photography (DVSP) with the help of X-ray microtomography [32]. This technique has been
successfully applied to mapping the internal 3D strain fields of rocks [33–35], concrete [36],
and composites [37–39]. In applying the DVSP method, the reference volumetric image and deformed
volumetric image are divided into subsets of certain 3D voxel arrays. Each corresponding pair of the
subsets are “compared” via a two-step 3D FFT analysis, which is computationally highly efficient.
The result is a 3D map of displacement vectors, in terms of impulse functions, representing the
collective displacement experienced by all the speckles within the subset of voxels. Mathematically the
DVSP algorithm may be considered as an equivalent operation to the phase-only cross-correlation at the
spectrum plane. The phase-only filter (POF) can result in a sharper impulse response function, and its
signal is considerably stronger than that of the noise spectrum [6,40]. However, if the displacement
between the subsets is large, a fair amount of noise is imposed in the correlation surface resulting from
the nonoverlapping areas. This effect gives rise to a poor signal-to-noise ratio.

In this paper, a multi-scale and coarse-fine subset calculation process and a subvoxel shifting
techniques are introduced into the DVSP algorithm to improve its accuracy. As a demonstration,
we applied the new algorithm to analyzing the internal deformation of a red sandstone cylinder
specimen exposed to uniaxial compression and a woven composite beam specimen under
three-point bending.

2. Methodology of Multi-Scale Subset and Subvoxel Shifting in DVSP

2.1. Theory of Multi-Scale Subset and Subvoxel Shifting in DVSP

The theory of DVSP has been described previously [32] and is only briefly presented here for
easy reference. Assume that a reference volumetric image and a deformed volumetric image of an
object are acquired by a CT system (i.e., either in nano- or microscale), these two volumetric images
are subsequently divided into volumetric subsets with arrays of 16 × 16 × 16 voxels or 32 × 32 × 32
voxels and then ‘compared’. The cross correlation with the POF is operated in the frequency domain
(ξ, η, ζ) as follows:
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can give a good balance between the peak sharpness and the noise tolerance in the correlation theory.
As noted in reference [34], the random error of DVSP depends on subset size and micro structure
pattern of objects. Furthermore, if the displacement between the corresponding subsets is large,
the increase in the nonoverlapping area would cause an increase in decorrelation and thus result
in an enhanced random error. On the other hand, in the case of images, G in Equation (1) is only
displaying a delta-like function if u, v and w are integers. Non-integer translations between two subsets
cause the peak in G to spread across neighboring voxels, subsequently degrading the quality of the
displacement estimate. To identify sub-voxel investigation, the common approach is to apply cubic
spline interpolation. The accuracy of these interpolation methods is highly dependent on the shape of
the G function near the peak. In the 2D method, a multi-scale and coarse-fine subset calculation process
and a subpixel shifting technique have been applied to decrease the error caused by decorrelation and
non-integer translations [41,42]. These techniques are hereby introduced into DVSP, and we call this
new algorithm Multi-scale and Subvoxel shifting Digital Volumetric Speckle Photography (MS-DVSP).

The essence of the multi-scale and coarse-fine calculation process is to minimize the
nonoverlapping area under one voxel. In the coarse calculation process, the largest size of the
subset (2n × 2n × 2n) should not be larger than the size of the region-of-interest (ROI) in the reference
volumetric image, and the integer voxel of displacement value (u0, v0, w0) is obtained by the DVSP
method. After that, the subset with the size (2n−1 × 2n−1 × 2n−1) is applied, the corresponding subset
in the deformed volumetric image is re-selected with reference to the first integer voxel predicted
displacement (u0, v0, w0), and the displacement value (u1, v1, w1) of each subset is then calculated
by the DVSP method. The subset size is gradually reduced according to above mentioned steps.
When the subset size reaches a predetermined value and the obtained displacement values Δu, Δv,
Δw are no more than 1 voxel in size, then surrounding an integral voxel of the crest a cubic subset
with the size of 3 × 3 × 3 voxels is selected and a cubic spline interpolation is used to assess the
sub-voxel value δu, δv and δw. The reference subset can be moved with an amount δu, δv and δw by
using the shifting property of Fourier transform. To weaken the edge effects and get good localization
properties of Fourier transform, the shifted reference subset and the deformed subset are narrowed
by a Kaiser window. Then, the subvoxel translation is calculated again. Some errors due to the
interpolation require to reiterate by considering the “reference” subset with a new subvoxel shifting
until a convergence criterion is matched. The final displacement value (u, v, w) of each subset can be
obtained from the sum of the displacement values in the above steps. The flowchart of the MS-DVSP
algorithm is shown in Figure 1. The procedures are programmed in MATLAB codes.
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Figure 1. Flowchart of the (Multi-scale and Subvoxel shifting Digital Volumetric Speckle Photography)
MS-DVSP algorithm.
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2.2. X-ray Microtomography System and In Situ Loading Setup

The schematic of the X-ray microtomography system and a custom-made in situ loading setup is
illustrated in Figure 2. The X-ray microtomography system mainly consists of a FXE 225 kV micro focus
X-ray source from YXLON (Hamburg, Germany), an array detector (XRD 0822 AP14, Varex Imaging
Corporation, Salt Lake City, UT, USA) of dimensions 1024 × 1024 pixels from PerkinElmer (Waltham,
MA, USA), a turntable and its mechanical control unit, and a scanning control workstation [39].
The custom-made in situ loading setup is mounted on the turntable by using bolts, and rotates 360◦

with the turntable. In the loading experiment, the specimen is placed on the stage in the Poly(methyl
methacrylate) (PMMA) chamber of the setup, and the mechanical loading is controlled by an electric
motor. While the specimen is rotating step by step over 360◦, a set of 720 radiograph projections are
captured. When each projection is captured, the turntable does not move. It takes about 25 min for one
360◦ scan. After that, a Feldkamp cone-beam algorithm is used to reconstruct a sequence of 2D 16-bit
slice gray images [43]. Based on these slice images, a 3D image is obtained.

Figure 2. Schematic of the X-ray microtomography system and the in situ loading setup.

3. Experiment and Results

3.1. Internal Strain Investigation of Red Sandstone Exposed to Compression

A cylindrical specimen of red sandstone of 25 mm in diameter and 50 mm in length is scanned
under different compression loadings in situ. The scan voltage is 120 kV, and the current is 200 μA.
The experimental process is divided into 8 steps as shown in the stress–strain curve in Figure 3a.
In each step, the specimen is scanned when the force is stable. In step 1, we take two consecutive
scans of the specimen in identical settings and without moving (except the tomographic rotation) or
deforming the specimen and designate them as Scans 1 and 2, respectively. Those two scans are used to
evaluate artifacts and image noise influences in Section 4.2. In step 7, the loading value decreases due to
the development of micro cracks, but the specimen still has loading capacity till the loading reaches the
peak value of 12.08 MPa. In step 8, the broken specimen is scanned. In Figure 3, three sectional images
at y = 6.20 mm, 12.50 mm and 18.80 mm of the specimen in step 6 and step 8 are shown, respectively.
From the gray images shown Figure 3b–d, it is difficult to ascertain the damage. With reference to
Figure 3e–h, the coalescence of tensile cracks mainly results in the failure of the specimen. At the lower
left and right corners of the middle sectional image shown in Figure 3f, there are also some cracks due
to shear stress. We select the volumetric image of step 1 as the reference image, and volumetric images
of other steps as the deformed images, respectively. The size of the volumetric image has 560 × 560
× 801 voxels and the dimension of a unit voxel is 45 μm × 45 μm × 45 μm. By using the MS-DVSP
algorithm, displacement fields are calculated. The final subset size is 32 × 32 × 32 voxels and the shift
of the subset is 10 voxels. The calculated region of each section is the rectangular area marked with the
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dashed lines in Figure 3b–d. The u, v and w displacement fields of all sectional images of step 6 are
plotted in Figure 4. As expected, the specimen mainly bore compression deformation along the z axis,
and maximum displacements exist in the top region. Illustrated in Figure 4a,d,g, displacement fields
of sectional images are divided into the negative and positive displacement regions, which make the
specimen tensile along x axis. The main cracks shown in Figure 3e–h can be predicated by the zero
displacement interface. This tensile deformation can also be investigated along y axis. In Figure 4b,e,h,
the displacement of the sectional image at y = 6.20 mm is negative, while the displacement of most area
of the sectional image at y = 18.80 mm is over zeros, especially in the lower region. These displacement
distribution characteristics manifest that the expansion deformation occurs in circumference.

 
   

 

(b) (c) (d) 

   
(a) (e) (f) (g) 

Figure 3. Stress–strain curve and reconstructed sectional images along y = 6.20 mm, 12.5 mm and
18.80 mm: (a) Stress–strain curve and three orthogonal sectional images of step 6; (b–d) sectional
images of step 6, respectively; (e–g) sectional images of step 8, respectively.

   
(a) (b) (c) 

Figure 4. Cont.
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(d) (e) (f) 

   
(g) (h) (i) 

Figure 4. Contour plots of displacement values u, v and w of the sections of step 6: (a–c) along y =
6.20 mm, respectively; (d–f) along y = 12.50 mm, respectively; (g–i) along y = 18.80 mm, respectively.

Strain estimation can be derived from computed displacement fields by using numerical
computation methods. During this procedure, the noise in computed displacement fields will result in
decreasing the reliability of strain estimation. It is necessary to smoothing the calculated displacement
dataset before strain estimation [44]. Here, we first apply multivariate kernel smoothing regression [45]
to smooth the displacement fields. After that, a point-wise least-squares (PLS) [46] approach is used to
compute the internal strain fields. The size of the strain calculation cubic element is 33 × 33 × 33 voxels,
and the distance between the center points of the neighbor element is 10 voxels. The normal strains
and shear strains of these sections in step 4, 5 and 6 are plotted as shown in Figures 5–7, respectively.
Here, in normal strain, we define positive corresponding to tension and negative corresponding to
compression. From normal strain contours εxx shown in Figure 5, with the loading increase, it is noted
that the deformation localization first occurs in both ends of the specimen, and develop to the middle.
These localization regions correspond to the main cracks shown in Figure 3e–h. The distributions
of normal strain εzz (shown in Figure 6) indicate that the compression deformation along the axis z
is nearly uniform under small loading. With loading increase, deformations in both ends grow up
more than ones in the middle. The maximum compression strain occurs at the bottom of the specimen.
Due to friction among the specimen and two compression plates, the distributions of shear strain εxz

take the shape of an ‘x’, as marked by the dashed lines in Figure 7, which depicts the characteristics of
the shear deformations in the specimen. It is the shear deformation (shown in Figure 7f) cooperating
with tensile deformation (shown in Figure 5f) that lead to the damage at the lower left and right corners
of the specimen. These strain contours are useful in our efforts to understand the failure mechanism of
the material.
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(a) (b) (c) 

   
(d) (e) (f) 

   
(g) (h) (i) 

Figure 5. Contour plots of εxx strain fields of the sectional images in step 4, step 5 and step 6. (a–c) along
y = 6.20 mm, respectively; (d–f) along y = 12.50 mm, respectively; (g–i) along y = 18.80 mm, respectively.

   
(a) (b) (c) 

Figure 6. Cont.
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(d) (e) (f) 

   
(g) (h) (i) 

Figure 6. Contour plots of εzz strain fields of the sectional images in step 4, step 5 and step 6. (a–c) along
y = 6.20 mm, respectively; (d–f) along y = 12.50 mm, respectively; (g–i) along y = 18.80 mm, respectively.

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 7. Cont.
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(g) (h)  (i) 

Figure 7. Contour plots of εxz strain fields of the sectional images in step 4, step 5 and step 6. (a–c) along
y = 6.20 mm, respectively; (d–f) along y = 12.50 mm, respectively; (g–i) along y = 18.80 mm, respectively.

3.2. A Woven Composite Short Beam Under Three-Point Bending

A short woven composite short beam under three-point bending experiment has been described
in reference [37,39]. The load-displacement curve is plotted in Figure 8, and Figure 11 scan steps
are marked on the curve. The scan voltage is 130 kV, and the current is 200 μA. Five radiography
projections are shown in Figure 8. The areas with high gray value correspond to pores in the specimen.
From those projections before step 11, no much more damage information can be detected. In the
projection of step 11, the specimen is broken, more areas with high gray value occur among layers on
the left side of the specimen, which correspond to the cracks among layers. A 3D image of 900 × 250
× 361 voxels is reconstructed in each scan step, and a unit voxel is 45 μm × 45 μm × 45 μm. Limited
by the CT system resolution, fibers can not be distinguished from the matrix. The middle longitudinal
sectional image and two transverse sectional images of the 10th scanning step are shown in Figure 9a–c,
respectively. Pores have low gray value, which inverses to the projection. No discernable cracks are
detected from these gray images. In the 11th scanning step, delamination and cracks are clearly visible
on the left side of the specimen from the upper loading point to the bottom support shown in Figure 9e.
We recalculate the internal displacement and strain fields with the MS-DVSP algorithm and the PLS
approach, respectively. Due to heterogeneity in structures, we select the final subset size of 32 × 32 ×
32 voxels and the subset shift of 5 voxels to obtain much more displacement detail.
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Figure 8. Loading–displacement curve and radiography projections of step 1, step 7, step 9, step 10
and step 11.

In Figure 10, v, w displacement fields and εyy, εzz and εyz strain fields of the middle longitudinal
sectional image at step 7 (F = 6761 N), step 9 (F = 8333 N), and step 10 (F = 8982 N) are depicted,
respectively. v, w displacement distributions are consistent to typical patterns of a short beam under
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three-point bending, but the periodic distribution of the internal structure in the woven composite
specimen makes v displacement show periodic fluctuation in the longitudinal direction, which also be
manifested by εyy strain distribution shown as Figure 10g–i. From εzz strain distribution illustrated
in Figure 10j–l, the periodic fluctuation in the transverse direction is due to the layer structure of the
specimen. From the contours of the shear strain εyz, the strain growth in regions from the loading
point to two supports is evident with loading increase, and the high strain value is the prelude to
the eventual delamination failure as shown in Figure 9e at Step 11. εyz strain fields of two transverse
sectional images are depicted in Figure 11. Before the specimen is broken, it is also found that high
strain occurs on the region which corresponds to the crack area shown in Figure 10f.

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 9. Reconstructed sectional images: (a) One middle longitudinal sectional image and two
transverse sectional images of step 10; (b) The middle longitudinal sectional image at x = 4.5 mm of
step 10; (c) two transverse sectional images of step at y = 11.925 and 27.000 mm of step 10; (d) One
middle longitudinal sectional image and two transverse sectional images of step 11; (e) The middle
longitudinalsectional image at x = 5.625 mm of step 11; (f) two transverse sectional images of step at y
= 11.925 and 27.000 mm of step 11.

Figure 10. Cont.
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Figure 10. Displacement and strain fields of the middle longitudinal sectional image at step 7, step 9
and step 10, respectively; (a–c) v fields; (d–f) w fields; (g–i) εyy fields; (j–l) εzz fields; (m–o) εyz fields.

Figure 11. εyz strain contours of two transverse sectional images at step 7, step 9 and step 10,
respectively; (a) step 7; (b) step 9 (c) step 10.

4. Discussion

4.1. Assessment of Accuracy of MS DVSP

For evaluating the robustness of an algorithm, numerical experiments are usually used. There
are two methods to generate the reference and the deformed images. The first method is to apply
computer simulation to digitally generating images. This method can isolate the possible errors caused
by the image acquisition. In most DVC and DVSP applications, natural microstructures are seen
as the speckle patterns. It is difficult to find a mathematic function to describe and simulate the
natural microstructures. The second method is to employ the original image of a specimen as the
reference image, and the deformed images can be generated by using synthetic shifts with Fourier
transform. In this paper we use the second method. Two volumetric images of 200 × 200 × 200
voxels are isolated from the reconstructed images of step 1 in the above two experiments, which are
defined as the reference images, respectively. The “deformed” volumetric images are generated by
imposing a rigid displacement ranging from 0.1 to 1.0 voxel with an increment of 0.1 voxel along the
z direction. By using the MS-DVSP algorithm, pre-imposed sub-voxel translation displacements are
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calculated. The predetermined subset sizes are defined as 16 × 16 × 16 voxels, 32 × 32 × 32 voxels
and 64 × 64 × 64 voxels, respectively, and the shift of the subset is 10 voxels. Figure 12 shows both
the mean bias error and the standard deviation error as a function of the imposed displacement for
different subset sizes. With a predetermined subset size, the error reaches maximum at 0.5 voxels.
In this situation the information between each subset in the reference and deformed images is the
most biased. Furthermore the larger is the subset, the smaller the error. But, increasing the subset
size would degrade the spatial resolution. We define the predetermined subset size as having 32 ×
32 × 32 voxels. With this subset size the maximum mean bias error of the red sandstone specimen is
0.0160 voxels and the corresponding standard deviation error is and 0.0060. For the woven composite
specimen, the maximum mean bias error is 0.0062 voxels, and the corresponding standard deviation
error is and 0.0089 voxels. The difference of accuracy between those two materials depends on their
natural structures. The Shannon entropy values [47] of the red sandstone and the woven composite
are 2.7606 and 3.0337, respectively, which means the woven composite has more feature information
seen as speckle patterns resulting in a bit higher accuracy in the measurement.

  
(a) (b) 

  
(c) (d) 

Figure 12. Comparison of displacement resolution among different sizes of subset. (a) Mean bias error
of the red sandstone specimen; (b) Standard deviation error of the red sandstone specimen; (c) Mean
bias error of the woven specimen; (d) Standard deviation error of the woven composite specimen.

In reference [39] a multi-scale coarse-fine subset calculation process was used in DVSP, which
also increased the performance of DVSP. We call this algorithm M-DVSP. To compare the performance
of MS-DVSP, M-DVSP, and DVSP, we calculate the displacements of these volumetric images
with imposed sub-voxel translation using these three algorithms, respectively. The subset size is
predetermined at 32 × 32 × 32 voxels, and the shift of the subset is 10 voxels. The error curves are
plotted as shown in Figure 13. The performance of M-DVSP algorithm is slightly better than that of
DVSP, especially in standard deviation errors after 0.5 voxels. When the imposed displacement is
increased continuously, the overlapping area between the reference subset and the deformed subset is
decreased, and the noise caused by non-overlapping becomes stronger. As a result, it can be expected
that the errors of DVSP will get progressively worse. Among these three algorithms, the performance
of MS-DVSP is the best. Based on the mean bias error and its corresponding standard deviation error,
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we can find that the maximum error of the red sandstone specimen is 0.022 voxels of the MS-DVSP
algorithm, 0.125 voxels of M-DVSP algorithm, and 0.124 of DVSP algorithm. The maximum error
of MS-DVSP is only about one sixth of those errors of the other two algorithms, DVSP and M-DVSP.
In the case of the woven composite specimen, the maximum errors are as follows: 0.015 voxels of the
MS-DVSP algorithm, 0.150 voxels of the M-DVSP algorithm, and 0.151 of the DVSP algorithm. Thus,
the maximum error of MS-DVSP is only about one tenth of those errors of the other two algorithms.
These results indicate that MS-DVSP algorithm is an effective way to increase the accuracy of the
technique, and the performance of MS-DVSP also depends on the internal micro-structures of objects.

  
(a) (b) 

  
(c) (d) 

Figure 13. Accuracy comparison among MS-DVSP, M-DVSP and DVSP algorithm: (a) Mean bias
error of displacement of the red sandstone specimen; (b) Standard deviation error of displacement of
the red sandstone specimen; (c) Mean bias error of displacement of the woven composite specimen;
(d) Standard deviation error of displacement of the woven composite specimen.

4.2. Influence of Artifacts in CT Image

During reconstruction of CT slice image, the non-uniformity of detector units and the
polychromatic nature of the X-ray will give rise to ring and beam hardening artifacts. The self-heating
effect of X-ray tube may result in distance variations that induce magnification changes and thus
spurious dilatational strain. In addition, the image noise and contrast, the imperfect motion of the
rotation stage, and the possible rigid body motion of the specimen will all influence the measurement
result. Among all these effects, the spurious dilatational strain is definitely the most important to
correct. More detailed information on the influence of these effects can be found in references [48–51].
Here, we just discuss the influence of the image noise and the imperfect motion.

To analyze the effect of artifacts of the micro X-ray CT system on the MS-DVSP algorithm,
we take two consecutive scans in step 1 of the red sandstone specimen in Section 3.1 as the baseline
experiment. Noise and artifacts of the system are included in the reconstructed images. For saving the
computation time, we isolate two volumetric images having 200 × 200 × 200 voxels from the center of
reconstructed images of Scan 1 and Scan 2, define them as the reference image and the deformed image,
respectively, and calculate displacements by using the MS-DVSP algorithm. The predetermined subset
size is 32 × 32 × 32 voxels, and the shift of the subset is 10 voxels. The average measured displacements
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are u = −0.0059 voxels, v = −0.0147 voxels, and w = 0.0175 voxels, and the standard deviation errors
are 0.0107 voxels, 0.0115 voxels and 0.0105 voxels, respectively. The measured displacement along y
and z axes is greater than the standard deviation error, indicating that some motion occurred along y
and z axes between these two scans due to physical perturbations in the CT system. Because there are
real noise and artifacts in the volumetric images of Scans 1 and 2, the above results indicate that the
uncertainty of displacement measurement in all three directions is about 0.02 voxels with the MS-DVSP
algorithm in the red sandstone specimen experiment.

For investigating the influence of noise and artifacts, two groups of deformed volumetric images
are obtained by imposing subvoxel displacements on above two cropped volumetric images, and they
are marked as Group 1, and Group 2, respectively. We define the cropped volumetric image of Scan 1
as the reference image, and the images of Group 1 and Group 2 as the deformed images, respectively.
Then we calculate the displacements with the MS-DVSP algorithm. The predetermined subset size is
32 × 32 × 32 voxels, and the shift of the subset is 10 voxels. Figure 14 illuminates the results of the
displacement measurement. Due to the influence of noises and artifacts, the error increases almost two
times. The uncertainty of displacement measurement is 0.015 voxel.

  
(a) (b) 

Figure 14. Influence of noise and artifacts on the imposed subvoxel displacement measurement
(a) Mean bias error of displacement; (b) Standard deviation error of displacement.

As a more accurate alternative to fitting just rigid body movements, a least squares fit is used to
calculate the rigid body translations and rotations, assuming small angles [52],

urigid + θzY − θyZ ∼= U
vrigid − θzX + θxZ ∼= V
wrigid + θyX − θxY ∼= W

(2)

where θx, θy, and θz are the rotations about the x, y, and z axes, respectively, and X, Y, Z and U, V, W
are the vectors of the x, y, z coordinates and u, v, w displacements, respectively, for all of the correlation
points. The rigid body displacements are urigid = −0.0082 voxels, vrigid = −0.0204 voxels and wrigid =
0.0167 voxels, and the rotations are θx = 2.13×10−5, θy = −3.15 × 10−5 and θz = 3.43 × 10−5. There are
rigid body translations similar to the average measured displacements. Thus, when compared with
the volumetric image of Scan 1, the volumetric image of Scan 2 incur very small rigid body translation
and small rotation in all three directions. Compared with the deformation of the specimen in our study,
the rigid body translation and rotation are very small, so we neglect the influence of the imperfect
motion of the rotation stage in the data analysis.

To assess the uncertainty of strain measurement, we use the above calculated imposed subvoxel
displacement results to compute strains with the PLS approach. Three sizes of strain calculation cubic
box surrounding the point of interest are used, and they are 23 × 23 × 23 voxels, 33 × 33 × 33 voxels
and 43 × 43 × 43 voxels, respectively. Since only a rigid body translation is imposed, strains should be
zero. However errors of displacement fields give rise to the error of strain calculation. The standard
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deviation errors of εzz is shown in Figure 15, which dictates that the uncertainty of strain measurement
depends on the size of the calculation box, the larger is the box, the smaller the uncertainty. In PLS
approach, too small calculation box is not enough to smooth the noise existing in local displacement
fields, making strains having large variation. On the contrary, too large calculation box may result in
local displacement fields oversmoothed. It is suggested that the size of the calculation box can be equal
to or slightly larger than the size of the reference subset [46]. So in this study, we select the calculation
box of 33 × 33 × 33 voxels. With this size, the uncertainty of strain measurement increases more than
two times due to the influence of noise and artifacts, and it is 2.34 × 10−4.

 
(a) (b) 

Figure 15. The standard deviation error of strain with different sizes of the strain calculation cubic box
(a) Group 1; (b) Group 2.

5. Conclusions

This paper presents an improved algorithm called MS-DVSP to enhance the accuracy of the DVSP
technique. The improvement in the algorithm lies in the fact that the two subsets that are correlated
are shifted by nonintegral voxel values to obtain a maximum overlap between them. We tested
the proposed scheme on red sandstone and woven composite specimens. Compared with DVSP,
the accuracy and precision of MS-DVSP increase remarkably. In this study, with consideration of
artifacts and noise in CT images, uncertainties of the displacement measurement and the strain
measurement of the red sandstone specimen by using MS-DVSP algorithm, are 0.015 voxels and
2.34 × 10−4, respectively.

The interior displacement and strain fields in a red sandstone specimen under compression and
a woven composite specimen under 3-point bending are mapped using the MS-DVSP algorithm.
From these plots, the characteristics of the interior deformation of the specimen are clearly depicted,
thus elucidating the failure mechanism of the material. We believe the MS-DVSP algorithm will
contribute to the further understanding of the physics and mechanics of opaque materials under stress.
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Abstract: Accurate measurements of displacements around opening or interfacial shear cracks (shear
ruptures) are challenging when digital image correlation (DIC) is used to quantify strain and stress
fields around such cracks. This study presents an algorithm to locally adjust the displacements
computed by DIC near frictional interfaces of shear ruptures, in order for the local stress fields
to satisfy the continuity of tractions across the interface. In the algorithm, the stresses near the
interface are extrapolated by local polynomials that are constructed using a constrained inversion.
This inversion is such that the traction continuity (TC) conditions are satisfied at the interface while
simultaneously matching the displacements produced by the DIC solution at the pixels closest to the
center of the subset, where the DIC fields are more accurate. We apply the algorithm to displacement
fields of experimental shear ruptures obtained using a local DIC approach and show that the algorithm
produces the desired continuous traction field across the interface. The experimental data are also
used to examine the sensitivity of the algorithm against different geometrical parameters related to
construction of the polynomials in order to avoid artifacts in the stress field.

Keywords: digital image correlation; dynamic interfacial rupture; traction continuity across interfaces

1. Introduction

Understanding the dynamics of shear rupture of interfaces is important for fields ranging from
failure of composites and bimaterial structures, to earthquakes, car brakes, and even to pistons of
internal combustion engines. Recent advances in high-speed camera technologies have enabled the
development of an experimental setup that combines ultra-high-speed photography with digital image
correlation (DIC) to quantify the behavior of propagating dynamic ruptures in the laboratory [1–3],
including full-field measurements of displacements, velocities, strains, and stresses (Figure 1).
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Figure 1. Schematics of the laboratory rupture experiment. Dynamic shear ruptures evolved
spontaneously along the frictional interface, inclined at an angle α, of two Homalite plates under a
compressional load P. Ruptures were initiated by the small burst of a NiCr wire placed across the
interface and connected to a capacitor bank. The white light produced by a flash source was reflected
by the specimen’s surface and captured by a low-noise high-speed camera, typically at 1–2 million
frames/s. The portion of the specimen to be imaged, the field of view, was coated by a flat white
paint and decorated by a characteristic speckle pattern. Next, the textured images were processed by
digital image correlation (DIC) algorithms to produce a temporal sequence of full-field displacement
maps. The displacement fields were then post-processed to produce velocity, strain, strain rate, and
stress maps.

DIC is an optical technique used to determine the full-field deformation between a reference and
a deformed image [4–6]. The correlation algorithms use either global or local approaches to compute
the desired field quantities [7,8]. In global approaches, the pattern matching is performed over the
entire domain of analysis, typically using the finite element method [9,10], which allows enforcing
compatibility of the displacement field. In local approaches, the image matching is performed with
small windows, or “subsets”, separated by a distance, referred to as “step”, which can be less than
half a subset size, (i.e., subsets can overlap) [4,11,12]. A number of recent investigations have focused
on evaluating the accuracy and resolution of DIC [13,14]. The full-field measurements enabled by
DIC have been used in a wide range of applications [4,6]. However, standard DIC techniques cannot
capture displacement discontinuities associated with cracks or ruptures, as they assume a continuous
displacement field [4]. Various approaches have been proposed to analyze discontinuous displacement
fields [15–22], but they generally entail the application of constraints with a theoretical interpretation of
the fields. This limits the implementation of such approaches to cases where the theoretical assumptions
are valid.

In a previous study on dynamic ruptures conducted using an experimental setup similar to
that employed here, it was possible to capture the static displacements associated with dynamic
ruptures, after these ruptures traversed a part of a fault, because a low-frame-rate camera with high
resolution (i.e., 4 megapixels) was employed [23]. In that study, the discontinuous displacement field
was accurately mapped by simply having subsets over the interface as the high resolution and low
noise of the images allowed for the subset size to be relatively small compared to the image size, so
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that smearing of the displacement fields caused by having subsets across the interface was minimal.
Generally, local DIC approaches that provide the solution up to half a subset from the interface may
also be sufficient when tracking the quasi-static propagation and opening of tensile crack faces and
the associated strain field, using a large field of views and high-resolution cameras. However, these
correlation approaches are not possible when the subset size is large compared to the field of view (i.e.,
when using low-resolution cameras), such as our ultra-high-speed camera (which has a resolution of
250 × 400 pixels2) or high-resolution cameras, but with comparatively large subset sizes, situations
typically arising in the study of dynamic problems [3]. To resolve the displacement discontinuities
on the interface associated with the propagation of dynamic shear ruptures, the studies in [1–3] used
the commercial DIC software Vic-2D (Correlated Solutions, Inc.) to separately correlate the domains
above and below the interface. While standard local DIC methods calculate displacements up to
half a subset away from the interface, the “fill boundary” algorithm of Vic-2D employed in [1–3]
uses affine transformation functions to extrapolate the displacements from the center of the subset
up to the interface. This enables the use of large subsets in each side of the interface, which are
essential to overcoming the noise associated with ultra-high-speed photography and the analyzed rapid
ruptures. An important limitation of this approach, however, is that the extrapolated displacements
are less accurate than those obtained directly by the actual correlation, especially at pixels near the
interface, which have the largest distance from the subset center. This leads to errors in the strains
and stresses near the interface, which are obtained from the spatial derivatives of the displacement
fields. In addition, the non-coupled correlation of the domains above and below the interface results in
non-physical discontinuities in the tractions across the interface.

This study proposes a simple and fast method to supplement the DIC solution with a
post-processing algorithm that enforces the continuity of normal and shear tractions across the
interface. The algorithm uses a constrained inversion to construct local 2-D polynomials that satisfy
traction continuity conditions at the interface while matching the displacements of pixels closer to
the center of the subset, where the DIC solution is most accurate. The polynomials are then used
to calculate all stress components near the interface. In Section 2, we describe the experimental
setup, including the laboratory experiment, ultra-high-speed diagnostics, the digital image correlation
approach, and the post-processing procedure to turn the displacement fields into strain and stress
fields. In Section 3, we present the method to enforce traction continuity along the interface and study
the effects of the parameters involved in this method on the full-field stresses, displacements and
particle velocities. Implications for the analysis of friction using the stress fields produced by this
approach and conclusions are given in Sections 4 and 5, respectively.

2. Monitoring Dynamic Shear Ruptures in the Laboratory

The algorithm developed in this paper is a post-processing algorithm that is designed to enforce
the continuity of stresses measured near frictional interfaces during experimental dynamic ruptures.
This section briefly summarizes the experimental setup, diagnostics, image analysis, and numerical
methods that are used to obtain the displacement, strain, and stress fields before using the algorithm.
This setup is the evolution of the Caltech “ Laboratory Earthquake Setup ” developed by Rosakis and
his co-workers over a span of 15 years [1–3,24–29]. A more detailed description of the current form of
the setup is given in [3].

The presentation focuses on the analysis of experimental dynamic ruptures, but the algorithm can
be used for a wider range of frictional experiments that involve image analysis. The same methodology
can also be used for the analysis of opening, shear, and mixed-mode cracks at both coherent and
incoherent (frictional) interfaces separating both similar and dissimilar solids. Such interfaces are
common in nature (e.g., faults), and are also important to a variety of engineering problems involving
composites and bi-materials.
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2.1. The Laboratory Setup

The laboratory setup is designed to study the dynamics of shear ruptures propagating along
preexisting inclined frictional interfaces via full-field measurements of displacements, velocities, strains,
and stresses associated with the rupture (Figure 1). Two Homalite-100 quadrilateral plates with a
frictional interface inclined at an angle α are loaded under uniaxial compression P (Figure 1), resulting
in initial shear and normal stresses on the interface of τ0 = Psin(α)cos(α) and σ0 = Pcos2 (α), respectively.
The rupture is nucleated by a local pressure release provided by a rapid expansion of a NiCr wire
filament due to an electrical discharge of Cordin 640 high-voltage capacitor (Cordin, Salt Lake City,
UT, USA). A key aspect of the setup is that the low shear modulus of Homalite enables production of
well-developed dynamic ruptures in samples of tens of centimeters.

Once the rupture initiates, a target area coated with a random black-speckle pattern is monitored
using Shimadzu HPV-X ultra-high-speed camera system (Shimadzu, Kyoto, Japan), capable of recording
up to 10 million frames per second, and Cordin 605 high-speed white-light source system with two
light heads (Cordin, Salt Lake City, UT, USA) (Figure 1). In the experiment reported here, the camera
recorded a sequence of 128 images of the patterns distorted by the propagating rupture, with a
resolution of 400 × 250 pixels2, at a temporal sampling of 2 million frames/second and an exposure
time of 200 ns. Moreover, the HPV-X camera was equipped with a range of prime telephoto lenses,
which allowed it to monitor fields of view of different sizes [3].

2.2. Digital Image Correlation to obtain Displacement Fields

We employed the local digital image correlation (DIC) software Vic-2D (Correlation Solutions Inc.)
to analyze the sequence of images acquired with the HPV-X high-speed camera, and to produce evolving
displacement maps, computed with respect to a selected reference configuration. In local approaches,
the correlation is performed on local “subsets” separated by a distance, referred to as “step”, which can
be less than half the subset size (i.e., subsets can overlap) [4,11,12]. The 2D-DIC algorithms provide the
two in-plane displacement components at each subset center. A parametric study performed in [3]
showed that a subset size of 41 pixels and step size of 1 are needed to accurately resolve the spatial and
temporal features of dynamic ruptures. In order to capture the discontinuous displacement field across
the interface, the correlation is performed separately for the domains above and below the interface.
While standard local DIC approaches are able to produce the displacement map up to half a subset
away from the interface, the “fill boundary” algorithm of Vic-2D uses affine transformation functions
to extrapolate the displacements from the center of the subset up to the interface.

2.3. Post-Processing of the Displacement Fields

Prior to the computation of strain fields, we filtered high-frequency noise from the displacement
fields using a non-local-means (NL-means) filter [23,30,31]. This filter enables the displacement fields to
be smoothed, while maintaining the original signal pattern. An example of full-field displacement maps
of a laboratory rupture obtained using high-speed photography, DIC analysis, and a non-local filter is
given in Figure 1. To facilitate comparisons, we report the same experimental rupture discussed in [1,3],
produced with an applied vertical load P = 23 MPa and inclination angle α = 29◦, and monitored with
a small field of view. This was a super-shear rupture propagating at a speed of 2200 m/s. Super-shear
ruptures are interfacial ruptures whose tip propagates at speeds greater than the shear wave speed of
the surrounding solid, as first observed in [24,26,32,33]. Note that the full-field maps are cropped and
their size is slightly smaller than the reported field of view size. These displacement fields are used
throughout the study to test the capability of new algorithms to enforce traction continuity (TC) at
the interface.
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Strains are computed from the filtered displacement fields using finite difference approximation.
We employ a frame system x1-x2 parallel to the interface and use the central difference scheme for
pixels away from the boundaries [23]:

ε11(i, j, k) =
u1(i, j + 1, k) − u1(i, j− 1, k)

2 s
(1)

ε22(i, j, k) =
u2(i + 1, j, k) − u2(i− 1, j, k)

2 s
(2)

ε12(i, j, k) =
1
2

(
u1(i + 1, j, k) − u1(i− 1, j, k)

2 s
+

u2(i, j + 1, k) − u2(i, j− 1, k)
2 s

)
, (3)

where u1(i, j, k) and u2(i, j, k) are the interface-parallel and interface-normal displacement components,
respectively, for pixel (i, j) and frame k, and s is the step size. Note that the displacements in
Equations (1)–(3) are expressed in pixels. Second-order backward and forward difference schemes are
used to compute strains at the pixels immediately above and below the interface, respectively [1,3].

The stress changes with respect to the reference configuration (before rupture) are computed from
the strain fields using the standard plane-stress linear elastic constitutive equations:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Δσ11(x1, x2, t)
Δσ22(x1, x2, t)
Δσ12(x1, x2, t)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ = E
1− ν2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 ν 0
ν 1 0
0 0 1− ν

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
ε11(x1, x2, t)
ε22(x1, x2, t)
ε12(x1, x2, t)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦, (4)

where E is the Young’s modulus and ν is Poisson’s ratio. The actual stresses are given by:

σ11(x1, x2, t) = σ11(0)(x1, x2) + Δσ11(x1, x2, t)
σ22(x1, x2, t) = σ22(0)(x1, x2) + Δσ22(x1, x2, t)
σ12(x1, x2, t) = σ12(0)(x1, x2) + Δσ12(x1, x2, t),

(5)

where σ11(0)(x1, x2), σ22(0)(x1, x2) = σ0, and σ12(0)(x1, x2) = τ0 are the pre-stresses at the reference
configuration. Since Homalite-100 is a strain-rate sensitive material at the strain rate levels developed
during these dynamic ruptures, we use the dynamic values of the elastic constants to compute the
stress changes [1,3]. An example of full-field maps of normal and shear stresses calculated from the
displacement fields shown in Figure 1 are given in Figure 2a,b, respectively. The figures clearly show
that the experimental technique enables capturing the spatial and temporal features of the ruptures. In
particular, the more compressional and dilatational regions surrounding the crack are clearly imaged,
as expected for shear ruptures (see [1,3] for more examples and physical insight). However, a significant
limitation is that in the “fill boundary” algorithm of Vic-2D the domains above and below the interface
are correlated and extrapolated towards the interface independently, without applying continuity
constraints along the interface. Therefore, tractions are discontinuous at the interface, especially the
normal component, where at some locations there is a difference of about 9 MPa between the normal
tractions above and below the interface. Note that the increase of normal tractions towards the interface
is the physical consequence of the shear rupture; however, close to the interface the tractions need to
evolve towards being continuous. In the following section we present a post-processing algorithm to
resolve this issue.

106



Appl. Sci. 2019, 9, 1625

σσ

Figure 2. Full-field maps of normal (left) and shear (right) stresses measured for a super-shear crack-like
rupture during a test with α = 29◦, P = 23 MPa (σ0 = 17.6 MPa and τ0 = 9.75 MPa), and a field of
view of 19 x 12 mm. (a,b) Full-field maps obtained using Vic-2D extrapolation near the interface.
(c,d) Fulfilled maps obtained with the stress continuity constraints, using a good set of parameters nx1,
nx2,inter, and nx2,cent. (e–h) Enforcement of stress continuity with extreme values of nx2,inter and nx2,cent

leads to discontinuities and spurious oscillations in the stress fields. Note that the full-field maps are
cropped and their size is slightly smaller than the reported field of view size.

3. A Post-Processing Algorithm to Enforce Traction Continuity along the Interface

We present a method to supplement the DIC solution with a post-processing algorithm in which
the displacements are modified in the proximity of the interface, such that the normal and shear
tractions are continuous across the interface. The main idea is (i) to keep the displacement fields
obtained with the local DIC up (or close) to the center of the subset touching the interface, and (ii) to use
a portion of those fields to construct a polynomial extrapolation for the displacement so that stresses
computed from the extrapolated displacements satisfy traction continuity conditions at the interface.
The formulation presented here is for a coordinate frame x1-x2, such that x1 is parallel to the interface.
However, the method can easily be extended to any other frame. The procedure is described here for a
given column of pixels at a given frame, and was implemented for all the columns and frames.

3.1. Traction Continuity Conditions

The condition for continuity of normal traction across the interface is given by

σ22(0)
0+ + Δσ22

0+ = σ22(0)
0− + Δσ22

0−, (6)
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where the superscripts (0+) and (0−) denote the values immediately above and below the interface,
respectively, and σ22(0)

0+ = σ22(0)
0− are the initial stresses. Assuming a linear elastic response for

the materials above and below the interface, the condition in Equation (6) can be written in terms of
strains as

E+

1− ν+2

(
ε22

0+ + ν+1ε11
0+

)
=

E−
1− ν−2

(
ε22

0− + ν−ε11
0−), (7)

where the superscripts (+) and (−) denote the material properties above and below the interface,
respectively. For small strains the condition can be expressed in terms of displacement gradients as

E+

1− ν+2

(
∂u2

∂x2

0+
+ ν+

∂u1

∂x1

0+)
=

E−
1− ν−2

(
∂u2

∂x2

0−
+ ν− ∂u1

∂x1

0−)
. (8)

Similarly, the continuity of shear traction is expressed via

σ12(0)
0+ + Δσ12

0+ = σ12(0)
0− + Δσ12

0−, (9)

and

μ+
(
∂u1

∂x2

0+
+
∂u2

∂x1

0+)
= μ−

(
∂u1

∂x2

0−
+
∂u2

∂x1

0−)
, (10)

where μ is the shear modulus.

3.2. Approximating the Displacements with Local Polynomials

In order to modify the displacements near the interface for the jth column of pixels, we approximate
the displacement fields u+

2 , u+
1 , u−2 , and u−1 with local polynomials in terms of both spatial coordinates.

The polynomials are defined over rectangles of nx1 × nx2 pixels above and below the interface, which
are centered at the jth column of pixels (Figure 3). The pixels within each rectangle are divided into a
group of nx1 × nx2,inter pixels that are closer to the interface, and a group of nx1 × nx2,cent pixels that are
closer to the center of the subset. To represent the spatial variations in stresses, we approximate the
displacement fields with cubic polynomials with n = 10 coefficients as

up+
2 (x1, x2) = a10+

2 x1
3 + a9+

2 x1
2x2 + a8+

2 x1
2 + a7+

2 x1x2
2 + a6+

2 x1x2 + a5+
2 x1 + a4+

2 x2
3 + a3+

2 x2
2

+ a2+
2 x2 + a1+

2

up+
1 (x1, x2) = a10+

1 x1
3 + · · ·+ a1+

1

up−
2 (x1, x2) = a10−

2 x1
3 + · · ·+ a1−

2

up−
1 (x1, x2) = a10−

1 x1
3 + · · ·+ a1−

1

. (11)

Note that nx1 and nx2 should be chosen small enough to avoid smoothing local patterns in the
displacement fields.

3.3. Inverting for the Polynomial Coefficients

To obtain the polynomial coefficients, we aim to minimize the misfit between the observed
displacements uob+

2 , uob−
2 , uob+

1 , and uob−
1 , produced by the DIC analysis, and the displacements

predicted by the polynomials up+
2 , up−

2 , up+
1 , and up−

1 at the pixels closer to the center of the subset.
Recall that the DIC solution is computed up to half a subset away from the interface and extrapolated to
the interface by the “fill Boundary” algorithm of Vic-2D. Since we expect such extrapolation to be reliable
close to the center of the subset, but not close to the interface, we can use some of the extrapolated
values by taking nx2,inter < 20 (Figure 3c). We can also exclude the displacement extrapolated by Vic-2D
and consider only the computed values (up to the subset center) by taking nx2,inter ≥ 20 (Figure 3d).
The minimization condition leads to the following system of equations:
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

X+
[m×n]

· · · · · · 0
... X−

[m×n]
. . .

...
...

. . . X+
[m×n]

...

0 · · · · · · X−
[m×n]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

A+
2[n]

A−2[n]
A+

1[n]
A−1[n]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

uob+
2[m]

uob−
2[m]

uob+
1[m]

uob−
1[m]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(12)

where

X+
[m×n]

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x11

3 x11
2x12 · · · 1

...
...

. . .
...

xm1
3 xm1

2xm2 · · · 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, x2 > 0

and

X−
[m×n] =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x11

3 x11
2x12 · · · 1

...
...

. . .
...

xm1
3 xm1

2xm2 · · · 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, x2 < 0

are the sensitivity sub-matrices above and below the interface, respectively,

A+
2[n]

=
[

a10+
2 · · · a1+

2

]T

A−2[n] =
[

a10−
2 · · · a1−

2

]T

A+
1[n]

=
[

a10+
1 · · · a1+

1

]T

A−1[n] =
[

a10−
1 · · · a1−

1

]T

are the assemblies of polynomial coefficients, and m = nx1 × nx2,cent is the number of pixels within the
group closer to the center of the subset.

The polynomials must also fulfill the constraints for continuity of tractions across the interface.
The condition for continuity of normal tractions is enforced by

E+

1− ν+2

⎛⎜⎜⎜⎜⎜⎜⎝∂u
p0+
2

∂x2
+ ν+

∂up0+
1

∂x1

⎞⎟⎟⎟⎟⎟⎟⎠ = E−
1− ν−2

⎛⎜⎜⎜⎜⎜⎜⎝∂u
p0−
2

∂x2
+ ν−

∂up0−
1

∂x1

⎞⎟⎟⎟⎟⎟⎟⎠ (13)

and can be assembled into the following matrix form:

⎡⎢⎢⎢⎢⎢⎢⎣ E+

1− ν+2

∂X0+
[nx1×n]

∂x2
− E−

1− ν−2

∂X0−
[nx1×n]

∂x2

E+

1− ν+2 ν
∂X0+

[nx1×n]

∂x1
− E−

1− ν−2 ν
∂X0−

[nx1×n]

∂x1

⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

A+
2,[n]

A−2,[n]
A+

1,[n]
A−1,[n]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0, (14)

where, for example,

∂up0+
2

∂x2
=
∂X0+

[nx1×n]

∂x2
A+

2,[n]
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 x11

2 · · · 0
...

...
. . .

...
0 xnx11

2 · · · 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦A+
2,[n]

, x2 = 0.

Similarly, the condition for continuity of shear stresses is enforced by
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[
μ+
∂X0+

[nx1×n]

∂x1
−μ− ∂X

0−
[nx1×n]

∂x1
μ+
∂X0+

[nx1×n]

∂x2
−μ− ∂X

0−
[nx1×n]

∂x2

]
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

A+
2,[n]

A−2,[n]
A+

1,[n]
A−1,[n]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0. (15)

Figure 3. (a) A speckled image with two subsets of 41 × 41 pixels above and below the interface (yellow
squares). The post-processing algorithm is performed on the regions inside the subsets marked by
the red rectangles. (b) The geometry of the pixels over which the local polynomials approximating
the displacement fields are defined. The polynomials approximating u+2 , u+1 extend over a rectangle
above the interface, while those approximating u−2 , u−1 extend over a rectangle below the interface;
both rectangles include nx1 × nx2 pixels. The pixels within each rectangle are divided into a group of
nx1 ×nx2,inter pixels that are closer to the interface, and a group of nx1 ×nx2,cent pixels that are closer to the
center of the subset. The observed displacements in the latter group are used together with continuity
of stresses constraints on the interface to construct the polynomials. (c,d) Two different combinations of
nx2,inter and nx2,cent and their relationship with Vic-2D extrapolation. In the first combination, the group
of pixels nx1 × nx2,cent, which are used as data in the inversion, include pixels where the displacement
values were obtained by the “fill boundary” algorithm of Vic-2D.

Different methods can be used to solve the system of equations in Equation (12) together with
the constraints in Equations (14) and (15) for the polynomial coefficients; here we use Matlab (The
MathWorks, Natick, MA, USA) function lsqlin. Once the coefficients are obtained, the displacements
at the pixels of the central column (nx2 pixels above and nx2 pixels below the interface) are replaced
by those predicted by the corresponding polynomials, and the procedure is repeated for all columns
and images. Note that the system of equations to be solved is small because the local polynomials
should represent the local variations in displacements and stresses well. Thus, the computation time
was small, and the modification of all pixel columns within an image was done within 2–3 s for the
images analyzed here (400 pixels along the interface). Figure 4 shows the interface-parallel (a) and
normal (b) displacements at the center of the field of view (j = 190) for the rupture of Figure 1. Both the
displacements obtained by Vic-2D (with the “fill boundary” algorithm) and displacements modified
by TC enforcement are shown. The maximum difference in displacements between the two solutions
was smaller than 0.001 pixels, which is equivalent to 0.5% for u1 and 1.5% for u2, but it was enough to
enforce the continuity of traction.
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Figure 4. Interface parallel (a) and normal (b) displacements at the central columns of the subsets
shown in Figure 3a. The black lines represent the displacements obtained with Vic-2D, while the blue
lines are the displacements modified with the traction continuity algorithm, using nx1 = 5, nx2,inter = 12,
and nx2,cent = 11. The red circles represent the observed displacements that are used to invert for the
coefficients of the displacement polynomials up+

2 , up−
2 , up+

1 , and up−
1 . The black diamonds correspond

to the centers of the subsets.

When the gradients in displacements in the direction parallel to the interface are large, as in the
case of the rupture analyzed in this study, direct calculation of strains and stresses using the modified
displacement fields may not result in completely continuous tractions at the interface. The calculation
of strains and stresses for pixels in column j involves the displacements in columns j−1 and j + 1, as
it requires displacement gradients with respect to x1 (Equations (1)–(4)). When enforcing TC, these
gradients are computed using the polynomial centered at column j. Once the displacement fields
have been updated using the procedure described above, strains can be computed from the updated
displacement fields, using finite difference schemes, as discussed in Section 2.3. However, the finite
differences would be using the displacements of columns j−1 and j + 1, which are obtained from other
polynomials than that used to enforce TC, those centered in columns j−1 and j + 1. As such, the spatial
derivatives of the modified displacement field with respect to x1 would be slightly different than those
obtained during the enforcement of TC, using the polynomial centered at column j. Although the
differences between polynomials centered at two neighboring columns are small, they may be enough
to cause some discontinuities in tractions at the interface. To ensure the continuity of tractions, we
computed strains and stresses within the 2× nx2 band, where displacements are updated directly as the
algorithm goes over each column of pixels (i.e., we calculated the displacement derivatives for column
j with respect to x1 using the displacements in columns j−1 and j + 1 obtained from the polynomial
centered at column j. Full-field maps of stresses modified by the algorithm using nx1 = 7, nx2,inter = 12,
and nx2,cent = 11 (Figure 2c,d) demonstrated the capability of this approach to generate more realistic
and continuous stress fields near the interface. Interestingly, because of the symmetry of the problem,
the enforcement of TC led to normal stresses that are close to the background value (∼17.6 MPa) at
the interface.

3.4. The Effects of the Geometrical Parameters of the Polynomial

It is important to choose appropriate values for the geometrical parameters nx1, nx2,inter, and
nx2,cent in order not to introduce unwanted field distortions. For instance, a choice of a small value of
nx2,inter together with a large value of nx2,cent or vice versa can lead to stress fields that are continuous
on the interface, but have sharp discontinuities (Figure 2e,f) or spurious oscillations (Figure 2g,h) in
the bulk. In this section, we study the effects of different parameter combinations in more details,
aiming to find the parameter sets that avoid these distortions in the stress field. We ran the algorithm
324 times, varying the geometrical parameters in the following ranges: 3 ≤ nx1 ≤ 9, 4 ≤ nx2,inter ≤ 20,
and 5 ≤ nx2,cent ≤ 21. Note that for nx1 ≥ 13 the system was over constrained. Overall, we found that
parameters in ranges of 8 ≤ nx2,inter ≤ 14 (1/5 to 1/3 of the subset size) and 7 ≤ nx2,cent ≤ 15 gave similar
results, independent of the value of nx1.
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We found that the stress fields obtained with the algorithm were insensitive to the value of nx1.
For example, there was no observable difference between full-field maps of stresses obtained with nx1 =

3 and nx1 = 9 (Figure 5a–d). To further examine the effect of nx1, we plot the normal and shear stresses
vs position along two lines perpendicular to the interface at x1 = 170 and 220 pixels (Figure 5e–h).
For both lines there was a “jump” larger than 5.5 MPa in the normal stress at the interface when the
calculation was done with the “fill boundary” algorithm of Vic-2D without TC enforcement. The TC
algorithm enforced the normal stress to be continuous across the interface, with a normal stress at the
interface that was about the average of the normal stresses at the pixels immediately above and below
the interface when TC was not enforced. The results were not sensitive to nx1. A small effect of nx1 on
the shear stress was observed for the line located at x1 = 220 pixels (Figure 5h), with a difference of
0.12 MPa between the results for nx1 = 3 and 9. The shear stress at the interface when TC was enforced
were smaller than the shear stresses at the pixels immediately above and below the interface when TC
was not enforced.

σ σ

Figure 5. The effect of parameter nx1 on the stress field. (a–d) Full-field maps of normal (left) and shear
(right) stresses for nx1 = 3 and 9. (e–h) Normal (left) and shear (right) stresses vs position along paths
perpendicular to the interface at x1 = 170 and 220 pixels (grey lines in (c)) for different values of nx1.
The stresses calculated with the “fill boundary” algorithm of Vic-2D without the traction continuity
algorithm are also shown, where the black diamonds correspond to the centers of the subsets above
and below the interface. In all the cases shown in this figure, nx2,inter = 10 and nx2,cent = 11.

As shown in Figure 2e–h, a large difference between the parameters nx2,inter and nx2,cent resulted
in artifacts in the stress field. On the one hand, taking nx2,inter = 4 and nx2,cent = 21 (with nx1 = 7)
resulted in discontinuities at the boundary between the Vic-2D solution and polynomial extrapolation
(Figure 2e,f), nx2,inter + nx2,cent pixels away from the interface due to a poor fit between the stresses
obtained by the polynomial and the original stresses at this region. On the other hand, taking nx2,inter =

20 and nx2,cent = 5 (with nx1 = 7) resulted in spurious oscillations (Figure 2g,h). Some effects of nx2,inter
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were observed also when nx2,cent was fixed at a moderate value (e.g., nx2,cent = 11), especially for the
shear stress. A small value of nx2,inter (e.g., nx2,inter = 6) led to large gradients in the normal stresses
near the interface, as well as to small discontinuities at the pixels located nx2 pixels above and below
the interface (Figure 6a,b). A large value of nx2,inter (e.g., nx2,inter = 16) resulted in an artificial increase
or decrease of stresses at localized regions around the interface compared with the domains above
and below (Figure 6c,d). For example, the normal stress decreased locally at the interface at x1 =

370 pixels (Figure 6c), while the shear stress increased locally at x1 = 170 and 370 pixels (Figure 6d).
Some issues are illustrated further in plots of the normal and shear stresses vs position along two lines
perpendicular to the interface at x1 = 170 and 220 pixels (Figure 6e–h). The value of normal stress on
the interface was similar for nx2,inter ≤ 14, but diverged for higher values, with a difference of about 1
MPa for nx2,inter = 20. For nx2,inter ≤ 6, the TC enforcement resulted in a poor agreement between the
stresses obtained by the polynomial and the original stresses also at the pixels closer to the center of
the subset. The shear stress at the interface also diverged, with an increase of about 1 MPa for nx2,inter
= 16, at x1 = 170 pixels (Figure 6f).

 

σ σ

Figure 6. The effect of parameter nx2,inter on the stress field. (a–d) Full-field maps of normal (left) and
shear (right) stresses for nx2,inter = 6 and 16. (e–h) Normal (left) and shear (right) stresses vs position
along paths perpendicular to the interface at x1 = 170 and 220 pixels (grey lines in (c)) for different values
of nx2,inter. The circles on the curves correspond to nx2,inter, while the filled diamonds correspond to nx2.
The stresses calculated with the “fill boundary” algorithm of Vic-2D without the traction continuity
algorithm are also shown, where the black diamonds correspond to the centers of the subsets above
and below the interface. In all the cases shown in this figure nx1 = 7 and nx2,cent = 11.

The effect of nx2,cent was generally smaller than that of nx2,inter. Full-field maps of stresses obtained
with nx2,cent = 7 and nx2,inter = 10 (Figure 7a,b), were similar to those in Figure 2c,d. However, large
value of nx2,cent = 19 resulted in small discontinuities in normal stress at the pixels located nx2 pixels
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above and below the interface (Figure 7c,d). Both at x1 = 170 and 220 pixels there was a very small
effect of nx2,cent on the normal stress at the interface (Figure 7e,g). However, for nx2,cent ≥ 17, the fit
between the stresses obtained by the polynomial and the original stresses was poor also for the pixels
closer to the center of the subset. Similarly to nx2,inter, the shear stress at the interface may significantly
have differed for large values of nx2,cent (Figure 7f).

 

σ σ

Figure 7. The effect of parameter nx2,cent on the stress field. (a–d) Full-field maps of normal (left) and
shear (right) stresses for nx2,cent = 7 and 19. (e–h) Normal (left) and shear (right) stresses vs position
along paths perpendicular to the interface at x1 = 170 and 220 pixels (grey lines in (c)) for different values
of nx2,cent. The circles on the curves correspond to nx2,inter, while the filled diamonds correspond to nx2.
The stresses calculated with the “fill boundary” algorithm of Vic-2D without the traction continuity
algorithm are also shown, where the black diamonds correspond to the centers of the subsets above
and below the interface. In all the cases shown in this figure nx1 = 7 and nx2,inter = 10.

4. Implications for Friction Analysis

The experimental setup developed in [1,3], which combines ultra-high-speed photography with
digital image correlation, enables us to observe displacements, velocities, and stresses close to the
interface. For the field of view shown in Figure 1, these quantities can be measured up to 25 μm (0.5
pixels) from the interface using the “fill boundary” algorithm of Vic-2D. This enables studying the
evolution of friction, defined by the ratio f = σ12

0/σ22
0, at any point along the interface, as well as its

dependence on variables such as slip (relative displacement across the interface) and slip rate [1]. As a
first approach to enforce traction continuity on the interface, the tractions σ12

0 and σ22
0 were calculated

in [1] by averaging the stresses at the pixels immediately above and below the interface. Because of the
anti-symmetric and symmetric patterns in the stress changes Δσ22 and Δσ12, respectively, the normal
stress on the interface σ22

0 was inferred to be nearly constant, as expected during the propagation of a
dynamic shear rupture along a planar interface, and the shear stress σ12

0 had a smoother evolution
than the individual components σ0+

12 and σ0−
12 above and below the interface. The averaging enabled us
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to study friction, despite large differences between the normal stresses immediately above and below
the interface [1], but it is important to examine whether those average values actually correspond to
the tractions at the interface computed with the continuity condition.

In general, the averaged normal stresses (without TC enforcement) agreed with the normal stresses
computed with TC enforcement for the pixels immediately above and below the interface (Figure 8a),
with some small deviations. Note that, because we enforced the continuity at the interface, the stresses
obtained with TC enforcement for the pixels located 0.5 pixels above and below the interface did not
completely overlap, with a maximum difference of 0.3 MPa. Because of its symmetry with respect to the
interface, the discontinuity in shear stress across the interface for the original Vic-2d results (Figure 8b)
was significantly smaller than in the normal stress. Overall, there was a good agreement between the
shear tractions obtained by the averaging procedure and those obtained with TC enforcement, again,
with some minor differences. Interestingly, the differences were consistently smaller in the cohesive
zone (the zone where the shear traction drops from a maximum to a residual value), with a maximum
difference of about 1 MPa at x1 = 9 mm. This is also shown locally in Figure 5h. Because the stresses
were computed from displacement gradients, small changes in the displacements were enough to
enforce the traction continuity on the interface, and there were only minor differences between the
interface-parallel displacements and velocities obtained with TC enforcement and those obtained
without TC enforcement (Figure 8c,d). The small differences in stresses resulted in some differences in
the evolution of local friction with slip and slip rate (Figure 8e,f). However, the important characteristics
of the local friction, such as the peak, residual levels, and weakening distance, were similar.

Figure 8. (a,b) normal and shear stresses along the interface. The black curves represent the stresses
±0.5 pixels from the interface obtained without traction continuity (TC) enforcement, while the green
curve represents the average of the two. The blue curves represent the stresses obtained with TC
enforcement ±0.5 pixels from the interface. (c,d) Interface-parallel displacements and velocities ±0.5
pixels from the interface, obtained with (blue) and without (black) TC enforcement. (e,f) Resolved
friction vs slip and slip rate at x1 = 8.5 mm, obtained with (blue) and without (black) TC enforcement.
Both curves represent the average of the values immediately above and below interface. The polynomial
geometrical parameters are nx1 = 7, nx2,inter = 10, and nx2,cent = 11.
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5. Conclusions

In this work, the local DIC solution is supplemented with a fast post-processing algorithm to
enforce the continuity of tractions across the interfaces of shear ruptures. This procedure allows us to
obtain more physically meaningful stress fields near the interface, which is important when DIC is
applied to study the dynamics of laboratory frictional ruptures. In the algorithm, the stresses near
the interface are calculated from local polynomials that are constructed using a constrained inversion.
This inversion is such that the resulting displacements match the displacements of pixels closer to
the center of the subset, where the DIC solution is most accurate, while the resulting stresses satisfy
traction continuity conditions at the interface.

We applied the algorithm to the displacement fields of a laboratory shear rupture obtained with
a local DIC procedure, to show that the algorithm indeed produces the desired continuous traction
fields across the interface. A sensitivity study provided a constraint on the parameters nx2,inter, nx2,cent,
and nx1 involved in the construction of the polynomials, such that undesired artifacts in the stress
fields were eliminated. We found that parameter ranges of 8 ≤ nx2,inter ≤ 14 (1/5 to 1/3 of the subset
size) and 7 ≤ nx2,cent ≤ 15 gave similar results, independent of the value of nx1. Relatively minor
changes in displacement fields around the interface can produce non-negligible gradient changes,
resulting in some non-uniqueness regarding the exact stress evolution towards the interface, even if
the traction continuity is enforced. Future progress can be made by combining the results inferred by
the analysis presented in this work with dynamic rupture modeling that matches the observed full
fields. The dynamic solutions can then be interrogated for the spatial dependencies of stress fields next
to the interface.

The averaging procedure for stresses above and below the interface, employed in the previous
study [1] to study friction, works well to mimic the traction continuity across the interface due to the
special nature of this rupture problem that exhibits certain symmetries across the interface. However,
the averaging procedure may not work as well in cases where the symmetries are disrupted, as in the
case of ruptures approaching a free surface [27]. We will examine such cases in future studies.
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Abstract: As the limit of traditional contact measurement, it is difficult to precisely measure the steel
cables twisted by a branch of wires especially at elevated temperature. In this paper the strain-stress
relationships of S355 and S690 structural steel, 1860 MPa steel cable twisted by seven wires have been
measured by the strain gauge, extensometer and non-contact video gauge at ambient temperature
and elevated temperature, respectively. Comparison of the stress-strain curves gotten by different
measuring technology, it indicates that the non-contact video gauge can provide a more efficient and
reliable database than the strain gauge as well as extensometer, especially at an elevated temperature.
It is worth noting that the non-contact video gauge can capture not only the full range of stress-strain
curves of steel cables, but is also efficient for the specimens with a complex shape.

Keywords: non-contact video gauge; measurement; stress-strain relationship; uniaxial tensile test;
elevated temperature

1. Introduction

In order to improve the reality of a structural response for pre-tensioned steel structures
exposed to fire by using numerical simulation, it is very important to capture the full range of
the stress-strain relationship at elevated temperature for steel cables, which are always with a complex
shape. It is well known that the strain gauge can accurately capture the stress-strain relationship for
steel material at ambient temperature, but cannot at an elevated temperature. In previous test, most
of the stress-strain relationships of steel material have been tested by extensometers at an elevated
temperature. The brittle ceramic arms of an extensometer had to be removed before the ultimate
strength in order to prevent being broken due to the limit measuring range. Thus, it can only capture
the partial range of the stress-strain curve before the ultimate strength at an elevated temperature [1].
Although the external mechanical device with linear variable displacement transducer can trace the
full range of the stress-strain curve at an elevated temperature, the strain resulted from this kind of
measurement device is the average strain, which is different from the engineering strain. Furthermore,
it is difficult to grip a group of wires in a tensile test due to the complex surface of a steel cable twisted
by a branch of wire. The displacement between the front end of an arm and the surface of the specimen
always occurred, especially for the test object with a complex geometrical surface such as a steel
cable [2].

Recently, a charge-coupled device camera (CCDC) system, which has been improved by the
digital image correlation method (DICM), has been used to measure the strain in the test coupon
subjected to tension. A computer program based on this correlation method was developed for the
calculation of the displacement components and the deformation gradients of an object surface due to
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deformation [3,4]. Several experiments were performed to demonstrate the viability and accuracy of
the correlation method.

To form a gauge length is the primary step to collect test data by CCDC. Hu et al. [5] presented
a novel laser-engraving technology to create speckles on the surface of a metallic specimen, which
will form gauge length and be kept up till the melting temperature of metallic materials. This kind
of speckles was also applied to investigate the elastic modulus of tungsten material up to 1000 ◦C.
However, it is not economical and convenient to mark gauge length for steel cable specimens compared
with a high temperature paint sparkler.

In 1996, Lyons et al. [4] proposed that the thermal expansion tests of standard inconel specimens
up to 650 ◦C was conducted by a combined dual element optical fiber lamp and digital camera.
The normalized cross interaction function was developed to determine the value of thermal expansion
of specimens. In 2010, Pan et al. [6] reported that the blue LED light and band-pass filter imaging
system can overcome the decorrelation effect due to high bright light at elevated temperature. This kind
of technology was used by CCDC to investigate the thermal expansion of Cr-Ni austenitic stainless
steel up to 1200 ◦C. In 2012, Gales et al. [7] carried out a series of tensile tests on pre-stressing steel at an
elevated temperature by a steady method and transient method, respectively. It indicates that the novel
digital image correlation method can measure the strain of tendon at an elevated temperature. In 2015,
Yang et al. [8] investigated the mechanical properties of Gh738 material at an elevated temperature
using the digital image correlation method.

The CCDC is also used to investigate the mechanical response of welded joints, concrete members
and structural members at ambient temperature and elevated temperature respectively [9–14].

In order to calibrate the CCDC system, which can be used to measure the steel cables with a
complex shape till rupture at an elevated temperature, a different measurement method was compared
with each other in the present study as there is no previous study that can be referenced directly for
this proposal. Finally, the present study conducted the test to capture the full range of stress-strain
curves at an elevated temperature, which can improve the accuracy of the fire resistance analysis for
pre-tensioned steel structures in the civil engineering area.

2. Basic Principle of Digital Image Correlation Method

From then, now, the previous studies have contributed to update the algorithm of the digital
image correlation method (DICM), which is the core technology of the CCDC system, and improved
the accuracy of the measurement by CCDC system. Hereby, the basic principle of the CCDC system
was introduced as below.

Digital image correlation method is an optical measurement based on digital image processing
and numerical calculation. According to the basic principle of DIMC, speckle pattern is taken as the
information resource of the deformation for an object [15,16]. Figure 1a displays the initial speckle
pattern and Figure 1b shows the speckle pattern after deformation. Comparison of Figure 1a,b, the
geometric coordination of a moving point, P, can be traced by using the digital image correlation method.

 
(a) (b) 

X X 

P´(x0´,y0´) 

Target sub-area 

P´(x0´,y0´) 

Initial sub-area 

 

2M+1 

2M
+1

 

Figure 1. Displacement information for the digital image correlation method. (a) Initial information;
(b) Target information.
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Based on the digital image correlation method, shown in Figure 2, a charge-coupled device camera
has been used by the CCDC system to capture a series of speckle patterns and transferred to a data
collector. In the meantime, the computer software, which developed on the base of the digital image
correlation method, analyzed the database efficiently, and output the transient strain of a specimen.
The measurement range of the non-contact video gauge is up to a strain of 100%, which can capture
the full range of strain till specimens fails. The high quality video also can be recorded to review the
test process once more. The practice of the non-contact video system is shown as Figure 3.

Charge-coupled 
device camera 

Charge-coupled 
device camera

Data analysis 
system 

Computer 

Specimen

Servo-hydraulic 
test machine 

Data collector 

Marker 
location 

Figure 2. Charge-coupled device camera system.

Bottom connection 

ActuatorTop 

Specimen 

White light lamp 

Tripod 

CCDC

Figure 3. Standard tensile test set-up for S355 structural steel at ambient temperature.

In present study, the CCDC pictured with 2452 pixels × 2056 pixels and a constant aperture of
1:1.8. The object distance of the special lens was 174 mm for material tests, and the magnification ratio
of the lens was 0.338. The maximum frequency of data collection was 15 Hz. The resolution ratio of
displacement was 0.012 μm and that of the strain was 5 με.

3. Calibration Tensile Test at Ambient Temperature

3.1. Uniaxial Tensile Tests on S355 Structural Steel

Both of the strain gauge and CCDC were used to investigate the stress-strain relationship of
S355 structural steel. The dimension of the specimen for a standard uniaxial tensile test is shown as
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Figure 4. The standard uniaxial tensile tests were conducted on a servo-hydraulic testing machine,
with a maximum stroke displacement of 75 mm and a capacity of 500 kN, shown in Figure 5.
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R18.
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Figure 4. Dimension of steel specimens for standard tensile test (unit =mm).

 

Figure 5. Servo–hydraulic testing machine.

There are two groups of specimen measuring by the strain gauge and CCDC system, respectively.
For CCDC system measuring, the first step is to sprinkle black paint on the surface of each specimen
to reduce the metallic brightness, and then, markers with white spots painting on a black color
background were prepared within the middle part of a specimen surface of about 30 mm length. On
the other side of the same specimen, a strain gauge with the measuring range of 100,000 με was pasted.
The specimen was lightly tensioned to about 1 kN to eliminate any mechanical relaxation. Then, the
tensile specimen was tested until failure at a straining rate of 0.0005 /s, in keeping with the strain rates
set out in the EN 6892-1 [17]. As shown in Figure 6, the S355 steel specimen experienced a ductile
model with necking phase. The broken cross section in the middle of length formed a cone-shape with
cross section area gradually reduced towards the broken surface.
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Figure 6. View of tensile failure of S335 steel at ambient temperature.

The stress-strain curves were obtained by a tensile test with strain gauge and CCDC system,
respectively, as shown in Figure 7a. The elastic modulus can be determined by the tangent modulus of
the initial linear phase of the stress-strain relationship. The effective yield strength is the intersection
point of the stress-strain curve and the proportional line offset by 0.15% strain. The ultimate strength is
the maximum stress in the stress-strain curve, and the fracture strain is dependent on the specimen
broken. The mechanical properties of S355 steel are listed in Table 1.
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Figure 7. Comparison of stress-strain curves of S355 steel measured by different methods at ambient
temperature. (a) Full range of stress-strain curve. (b) Partial range of stress-strain curve.
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Table 1. Mechanical properties of S355 steel at ambient temperature.

Mechanical Properties
Measurement

Deviation
Strain Gage CCDC

Elastic Modulus (E/GPa) 201.5 204.2 1.34%
Yield Strength (f y/MPa) 400.6 406.8 1.55%

Ultimate Strength (f u/MPa) 472.6 472.6 0%
Fracture Strain (εu) 0.095 0.308 225%

Test results indicate that the ultimate strength obtained by different measurements was the same.
As shown in Figure 7b, the elastic modulus and yield strength, which obtained by strain gauge were
smaller than those obtained by CCDC, and the deviation was 1.34% and 1.55%, respectively, as listed
in Table 1. The test process displayed that the tensile specimen also experienced a large strain from the
ultimate strength till fracture. As the limited of measuring range, the strain gauge can only capture a
partial range of the stress-strain curve before ultimate strength. Comparing the strain gauge, the CCDC
system can obtain a full range of stress-strain curve until broken as shown in Figure 7a.

Therefore, it is more efficient to use the CCDC system than strain gauge to measure the specimens
with large deformation through the test process.

3.2. Uniaxial Tensile Tests on Steel Cable

The dimension of a steel cable specimen with ultimate strength of 1860 MPa is shown in Figure 8.
The nominal diameter is 15.2 mm and cross section area is 139 mm2. The process of marker painted is
the same as mentioned in Section 3.1. Shown in Figure 9, the CCD camera was settled right ahead
of the specimen in the distance of 1.5 m to form a measure plan and supplement brightness using a
white lamp. Shown in Figure 10, an extensometer with the gauge length of 50 mm was settled in the
mid-length of the same specimen. A couple of strain gauge was pasted on the surface of the mid-length.
Thus, the stress-strain relationship of the steel cable was measured by three methods, i.e., strain gauge,
extensometer and CCDC system, at ambient temperature. The standard tensile test was carried out
by a servo-hydraulic test machine with a maximum stroke displacement of 75 mm and a capacity of
500 kN. There were four specimens repeatedly tested in a tensile test to get the average stress-strain
curve as shown in Figure 10.

 

Figure 8. Dimension of a pre-stressed steel cable (Unit =mm).

Top connection 

Bottom connection 

Specimen CCD

Tripod 

Figure 9. Tensile test set-up for pre-stressed steel cables at ambient temperature.
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Extensometer 

Strain gauge 

Steel cable 

Figure 10. Strain gauge and extensometer installation.

Shown in Figure 11, the stress-strain curves were obtained by different measuring methods.
The effective yield strength, elastic modulus, ultimate strength and rupture strength were derived
from each stress-strain curve with the same method as mentioned in Section 3.1. The values of the
mechanical properties of steel cables obtained by different measuring methods are listed in Tables 2–4.
There is a blank in Table 2 as a strain gauge is difficult to paste on the surface of a wire with 5 mm
diameter, one of strain gauges split away off the surface of a wire and induced a blank in Table 2. As the
arm of an extensometer cannot grab the steel cable tightly enough, there was the slipping displacement
between the surface of the arm and steel cable. Thus, there are a few of blanks in Table 3. Comparison
of the values of elastic modulus and effective yield strength, which were obtained by an extensometer
and CCDC system, showed that they matched well with only 1.13% and 0.6% deviation, respectively.
However, the values of elastic modulus and effective yield strength measured by a strain gauge were
larger than those obtained by the extensometer and CCDC system. For an elastic modulus obtained by
strain, the deviation was 2.83% and 3.99% compared to that by an extensometer and CCDC system.
For the effective yield strength, the deviation was 16.6% and 17.1%, respectively.
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Figure 11. Comparison of stress-strain curves of pre-stressed steel cables measuring by different
measurement methods.
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As the strain gauge was pasted along twist wires, the strain measured by a strain gauge is off the
longitudinal axis, which is smaller than the axis strain in the longitudinal direction. Thus, the smaller
strain would induce the larger elastic modulus and yield strength. It also indicated that strain gauge
cannot be suitable to measure the stress-strain curve of steel cables, which were twisted by a group
of wires.

As listed in Table 3, the extensometer cannot captured the ultimate strength and rupture strain as its
arm must be removed before the ultimate strength due to limited travel distance. Thus, an extensometer
cannot capture the full range of stress-strain curves in a material properties test, especially for steel
cables. The rupture strain of steel cables measured by the CCDC system was smaller than that by a
strain gauge with 2.55% deviation. It also indicated that the strain gauge could only obtain stress-strain
curve of one wire in a steel cable. Thus, the CCDC system was more efficient and accurate to measure
the mechanical properties of steel cables than other methods.

Table 2. Mechanical properties of pre-tension steel cable obtained by strain gauge.

Mechanical Properties Specimen 1 Specimen 2 Specimen 3 Specimen 4 Average Value

Elastic Modulus (E/GPa) 204.6 214.7 198.7 199.4 200.9
Yield Strength (f y/MPa) 1778 1751 1729 1724 1746

Ultimate Strength (f u/MPa) 2017.2 2008.2 2022.2 2015.9 2015.9
Fracture Strain (εu) - 0.045 0.056 0.051 0.051

Table 3. Mechanical properties of pre-tension steel cables obtained by extensometer.

Mechanical Properties Specimen 1 Specimen 2 Specimen 3 Specimen 4 Average Value

Elastic Modulus (E/GPa) 196.1 195.5 194.8 195.1 195.4
Yield Strength (f y/MPa) 1732 1729 1725 - 1729

Ultimate Strength (f u/MPa) - - - - -
Fracture Strain (εu) - - - - -

Table 4. Mechanical properties of pre-tension steel cables obtained by CCDC system.

Mechanical Properties Specimen 1 Specimen 2 Specimen 3 Specimen 4 Average Value

Elastic Modulus (E/GPa) 195.1 191.2 193.7 192.9 193.2
Yield Strength (f y /MPa) 1729 1725 1710 1709 1718.

Ultimate Strength (f u/MPa) 2017.2 2008.2 2014.3 2015.9 2015.9
Fracture Strain (εu) 0.0558 0.0548 0.0462 0.0527 0.0524

4. Calibration Tensile Test at Elevated Temperature

4.1. Uniaxial Tensile Tests on S690 Structural Steel

The dimension of a S690 structural steel specimen for a standard uniaxial tensile test at an
elevated temperature is the same as shown in Figure 4. The standard uniaxial tensile tests at an
elevated temperature were also conducted on a servo-hydraulic testing machine, with a maximum
stroke displacement of 75 mm and a capacity of 500 kN as shown in Figure 12. A specimen of S690
high-strength steel was installed and heated by a tubular high-temperature furnace as shown in
Figure 13. The heat part was a split-tube furnace with a three-zone configuration and a side view
window. A type K thermocouple was mounted at the centre of each zone to measure the heating
temperature. The specimen was heated to 400 ◦C at the heat rate of 10 ◦C/min and subject to tension [18].
Both the extensometer and CCDC system were used to measure the strain in the specimen under the
applied tension force.
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Figure 12. Uniaxial tensile test set-up of S690 high strength steel under the high temperature.
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Figure 13. Tubular furnace and extensometer.

As shown in Figure 13, the arms of the extensometer are ceramic rods with quartz chisel ends,
which passed through the side entry port and contacted the test coupons. It is specified for a gauge
length of 25 mm and could travel 2.5 mm. Thus, the maximum measurable strain was 10%. During
testing, the displacements of the test coupons were directly detected and transmitted by the rods
to the strain gauges placed within the extensometer body. A cooling fan was mounted close to the
extensometer to maintain the temperature of the extensometer lower than 150 ◦C. There were four
specimens repeatedly tested in a tensile test to measure the average high temperature stress-strain
curve. Two specimens measured by an extensometer, and the other by the CCDC system.

The same as for the marker paint process in Section 3.1. For the high temperature test, the high
temperature paint was used to make markers on the surface of test specimens.

Both the tests measured by the extensometer and CCDC system were conducted on the S690 steel.
The target temperature was up to 400 ◦C at the heating rate of 10 ◦C/min and held for 30 min to obtain
uniform temperature distributions in both the furnace and the test specimens. The strain rate was
0.003 /min [18]. For the CCDC system, the white light lamp was used to supply the brightness of the
specimen, which was mounted in the furnace. The function of the exposure compensation was used to
help the CCD camera eliminate the extra exposure due to a high temperature.
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Figure 14. Post-high temperature tensile test high strength steel specimens.

The tests observed that the high strength steel S690 experienced a necking at 400 ◦C. As shown in
Figure 14, the broken cross section area gradually reduced towards the broken surface.

The stress-strain curves of S690 at 400 ◦C was shown in Figure 15, and the mechanical properties
was listed in Table 5.
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Figure 15. Stress-strain curves of high strength steel at 400 ◦C obtained by different measurement methods.

Table 5. Mechanical properties of S690 high strength steel obtained by different measurement methods
at 400 ◦C.

Mechanical Properties
Extensometer CCDC System

Specimen 1 Specimen 2 Average Value Specimen 1 Specimen 2 Average Value

Elastic Modulus (E/GPa) 181.6 175.9 178.7 170.7 175.4 173
Yield Strength (f y/MPa) 775 734 755 786 751 768.5

Ultimate Strength (f u/MPa) 767.4 782.6 775 803.4 754.3 778.8
Fracture Strain (εu) - - - - 0.1240 0.1240

128



Appl. Sci. 2019, 9, 1670

The mechanical properties listed in Table 5, i.e., elastic modulus, yield strength and ultimate
strength of S690 steel at an elevated temperature obtained by the CCDC system was slightly larger
than those by the extensometer. The deviation between them was 3.3%, 1.8% and 0.49%, respectively.

Since the ceramic arm of the extensometer has to be removed away from the test specimen before
the rupture of the test specimen due to its limited travel distance as mentioned above; the extensometer
reading can only cover the partial range of the stress-strain curve at an elevated temperature. The CCDC
system can obtain the full range of the curve. A good fit between the extensometer and CCDC readings
is generally observed as shown in Figure 15 and listed in Table 5. It is worth noting that the S690 steel
experienced a long strain history after the ultimate strength at an elevated temperature. This ductility
behavior of the S690 high strength steel at an elevated temperature is important to evaluate the
mechanical response of structural members exposed to fire.

The test results showed that both the CCDC system and extensometer could capture the stress-strain
curves accurately. However, the extensometer could only capture the partial range of the stress-strain
curve due to its limited travel distance. The CCDC system was more efficient than the extensometer to
obtain the full range of stress-strain curves, which is a benefit for analysis on the mechanical response
of structural members exposed to fire.

4.2. Uniaxial Tensile Tests on 1860 MPa Pre-Tensioned Steel Cable

As the calibration tests have conducted as above, the CCDC system was used to measure the
strain in the steel cables at different temperatures. The uniaxial tensile test process is the same as
those illustrated in the Section 3.1. Three specimens were repeatedly tested at each temperature and
the average of stress-strain relationships was obtained by the CCDC system as shown in Figure 16.
Comparison of test curves and those resulted by EN1992-1-2 (2005) [19] indicated that the strain after the
ultimate strength was ignored by EN1992-1-2 at an elevated temperature. The full range of stress-strain
curve showed that steel cable specimens experienced a large strain after the ultimate strength, which
would induce the large deformation of a pre-tensioned steel cable at an elevated temperature. Thus,
the used of CCDC system could measure the stress-strain curves accurately and efficiently.

Figure 16. Stress-strain relationships of high tensile strength steel cables at elevated temperature.
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5. Cautions

As the CCDC system is an optical measurement technology based on the digital image correlation
method, the speckles distribution, random vibration of servo-hydraulic testing machine can induce the
deviation of test data in a limit range. The use of a high-temperature filter, exposure compensation
system and rigid tripod can decrease the deviation. Meanwhile, the data collection frequent should be
high enough to get more numbers of test data in each group. The more high data collection frequent
reached, the more accurately the average value can be gained to improve the smoothness of data curves.

6. Conclusions

This paper investigated a series of calibrate standard uniaxial tension test at ambient temperature
and an elevated temperature, respectively. The following conclusions can be drawn:

• At ambient temperature, the data measured with the strain gauge and CCDC system fit well
before the ultimate strength in a uniaxial tensile test of structural steel. The strain gauge could not
capture the full range of stress-strain curves, but the CCDC system could.

• Compared to the strain gauge and extensometer method, the CCDC system not only could
measure the test data accurately as other measurement methods, but also was able to capture the
full range of the stress-strain relationship curves for steel cables with a complex shape.

• The use of high temperature paint could make speckle to form on the gauge length, which could
be captured by a CCD camera. The high temperature filter also could improve the efficient
workability of the CCDC system for mechanical properties tested at an elevated temperature.
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Abstract: Nowadays, the deformation measurement in metal sheets is important for industries such
as the automotive and aerospace industries during its mechanical stamping processes. In this sense,
Digital Image Correlation (DIC) has become the most relevant measurement technique in the field
of experimental mechanics. This is mainly due to its versatility and low-cost compared with other
techniques. However, traditionally, DIC global image registration implemented in software, such as
MATLAB 2018, did not find the complete perspective transformation needed successfully and with
high precision, because those algorithms use an image registration of the type “afine” or “similarity”,
based on a 2D information. Therefore, in this paper, a DIC initialization method is presented to
estimate the surface deformation of metal sheets used in the bodywork automotive industry. The
method starts with the 3D points reconstruction from a stereoscopic digital camera system. Due to
the problem complexity, it is first proposed that the user indicates four points, belonging to reference
marks of a “Circle grid”. Following this, an automatic search is performed among the nearby marks,
as far as one desires to reconstruct it. After this, the local DIC is used to verify that those are the
correct marks. The results show reliability by reason of the high coincidence of marks in experimental
cases. We also consider that the quality of mark stamping, lighting, and the initial conditions also
contribute to trustworthy effects.

Keywords: DIC; initial condition; image registration; strain measurement

1. Introduction

The quality control of mechanical stamping is a need in modern industries. Engineers are always
looking to improve the mechanical work optimization. Specifically, in the mechanical industry of
metal-sheets manufacture, it is necessary to know their mechanical properties to use them in the most
suitable way [1,2]. In this industry, the material properties such as Young’s modulus, Poisson’s ratio,
anisotropic plastic ratio parameters and others are required for improving the design and manufacture
processes by finite element analyses. On the other hand, the most commonly used method for finding
the material properties is a tensile test with a strain-gauge type extensometer. However, the results
from the extensometer are not applicable to measure the strain at a local point and the onset of diffuse
necking. In contrast, the Digital Image Correlation (DIC) method is a state-of-the-art technique that can
be used for an accurate strain measurement of material properties [3]. DIC has become a very popular
technique in mechanics, particularly for measurement materials deformation without contact. It is an
economic and versatile method which also offers a big amount of experimental data [4]. As digital
cameras technology constantly improves in terms of resolution, lenses and frames per second (FPS),
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this technique allows covering a wide range of scale in space and time. DIC in stereo systems even
reach non-planar cases, very common in the industry, meaning the three-dimensional reconstruction
and access to volumetric data about the material and structure behavior through time. Nonetheless,
the use of DIC data to validate models in a quantitative way or to identify with precision several
constitutive parameters, remains an open problem. One of the reasons for this is the complicate
compromise between the measuring resolution and the large space for the measuring to be done. A
second reason is the state of the frontiers. A third reason is that the measured displacements are not
directly compared with common simulations. Of course, there are several efforts presenting promising
results, as well as [5], a work analyzing the damage in a super pression aerostatic balloon (SPB) used by
the Japanese Aerospace Exploration Agency (JAXA) during the insufflate prove. The expansion, when
it is not uniform, generates a concentration of stress and makes the balloon explode. They proved a
new method called the Simplified Digital Image Correlation Method (SiDIC), in a rubber balloon, to
verify if the SPB could be measured. The SiDIC identified in a correct way the non-deformed region
even though the deformation was not precise.

Below, a brief historical background of DIC is given. An open code 3D-DIC Toolbox for MATLAB,
the one implemented algorithm for multiple cameras, inspired by biomechanics, was reported in [6].
They were verified using the Multiple Digital Image Correlation Method (MultiDIC) and low-cost
hardware. In [7], a quick method to correlate digital images (3D-DIC) was proposed to implement
real-time measuring. Two improvements came up: the development of an efficient algorithm of the
inverse composition of Gauss-Newton (IC-GN) with parallel computing to avoid redundant calculation,
and an efficient IC-GN algorithm which was used to reach a speed of 10 frames/second with a resolution
of 5000 points per frame. For validation, the displacement field of a four-point bending beam was
determined by the real-time 3D-DIC. The experimental results were verified in traditional Chinese
medicine. In the publication of [8], a procedure was developed to generate a sequence of intermediate
synthetic images for a gradual following of the transformation of the pixel’s subset between the two
external configurations. An adequate distortion function of image was defined in the whole image
through adopting an algorithm based in characteristics and followed by a scheme of interpolation
based in non-uniform rational B-spline (NURBS). This allowed a fast and trustworthy estimation of the
initial deformation parameters for the refinement phase after the DIC analysis, and tests were made
on aluminum plates. Document [9] proposed a method of deconvolution to recover the real fields of
displacement and tension of their counterparts provided by local DIC. The proposed algorithm could
be considered an extension of the Van Cittert deconvolution, based on the small tension assumption.
The authors claimed an improvement on the fine details in displacement and tension maps, as well as
in space resolution. The guidelines to evaluate the precision and resolution of the 2D analysis under
the patronage of the Society of Experimental Mechanics were reported in [10].

On the other hand, algorithms to map relative displacements of the deformed material points in
opposition to non-deformed material by using DIC were reported in [11,12]. The current possibilities for
the DIC scale allows the study of deformation on different levels, from meters to the nanoscale [13,14],
with the condition of recording it correctly, following a known pattern like a circle grid or square grid.
Additionally, studies have looked at how different systems behave, like biological materials [15–18],
metallic alloys [19–21], memory-shape alloys [22,23], porous metals [24–26], polymers [27] and
polymeric foams [28]. A key step in the process of DIC image tracking is the definition of the initial
assumption, for the non-linear optimization routine aimed at finding the parameters that describe the
transformation of the subset of pixels. This initialization can be very challenging and possibly fail
when it comes to pairs of highly deformed images, such as those obtained from two angled views
of non-planar objects. For example, in Figure 1, it can be seen how the global DIC cannot exactly
match the circle mark to measure the strain. This was performed with the MATLAB function called
“imregcorr”, which was reported in [29].
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Figure 1. Global correlation with an error of image registration transform.

As can be observed from the preceding discussion, there still is the question of whether it is
possible to improve the DIC accurateness. In brief, these previous works highlight the need for
developing a systematic approach for achieving this goal, which to the author’s awareness has not
yet been stated. Therefore, in this paper we propose the use of a mark-search as an initial condition
and of DIC as the system to verify the point-pairing. We propose the use of a mark-search as an
initial condition and the use of DIC as the system to verify the point-pairing, because the number of
mechanical part images are plentiful, the search for features to measure is very broad, as a result of
which providing the initial conditions is necessary to fully automate the process gradually. The lack
of a correct initial condition generates slowness and inaccurateness in current implementations of
DIC. An appropriate initial condition is especially useful to know the material properties, specifically,
its deformation curve and characterization zones such as: elastic, inelastic and rupture [30]. The
proposed method in this work is applied to galvanized steel sheet, used in the outside bodywork of a
pickup truck at 620 μm-thick and 96.5 μ hardness. Figure 2 shows the surface view of the material
obtained from a metallographic microscope model:AX @ 200X, Company: Carl Zeiss AG, Jena, Turinga,
Germany. It is necessary to mention that the experiments presented in this paper were all made for the
automotive industry sector.

 
Figure 2. The surface view of a metal sheet from a metallographic microscope AX ZEISS @ 200X.

2. Theoretical Bases

The dimensional estimation using stereoscopic vision systems was described in detail by Tsai
in [31], who quantitatively concluded that the accuracy and precision relied on the distance between
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the camera and the object to be measured, as well as the resolution of the cameras used. Stereoscopic
vision is a technique frequently used to locate points in three dimensions (3D) based on points in two
or more 2D images [6,32]. To achieve a stereoscopic point triangulation, it is necessary to calibrate both
cameras. In this paper, we used the PinHole model, which is described by Equation (1) [33]:
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since s is the number that defines the scale of the objects with respect to their real size in the image,
and [R|t] is the matrix of extrinsic parameters of the camera that describe the rigid transformation
(rotation and translation) between the coordinate system of the camera and the coordinate system of
an object outside the camera. A is the matrix of intrinsic parameters that describes the position of the
center of the image in pixels (u0, v0), and the ratio of the size of the pixel ( f x, f y) has units expressed
in pixels

meters in the axes x and y regarding the focal distance between the entrance hole of the light and
the matrix of the light sensors of the camera. Parameter c describes the asymmetry of the two axes of

a pixel where a zero expresses an angle of 90 degrees. On the other hand, the entry M = M̃ =
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ is the corresponding 2D point in the image expressed in pixels

(u, v). Finally, the correction of the lens distortion is made with a polynomial based on the idea that the
distortion changes as a circumference, as in Equations (2) and (3):
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Subsequently, to achieve a stereoscopic calibration, the translation vector that joins each camera
reference system is calculated [34,35]. The point position in three dimensions can be estimated from
the coordinates in two dimensions and the Equation (4) [33,36–38]:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
um31 −m11 um32 −m12 um33 −m13

vm31 −m21 vm32 −m22 vm33 −m23

u′m′31 −m′11 u′m′32 −m′12 u′m′33 −m′13
v′m′31 −m′21 v′m′32 −m′22 v′m′33 −m′23

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

x̂
ŷ
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where (u, v) and (u′, v′) are the coordinates of the paired points of the left and right cameras that
correspond to the 3D point to be reconstructed. The scalars mij are obtained by multiplying the intrinsic
and extrinsic parameters of the left camera A[R|t]; in an analogous way, the scalars m′i j are obtained by
multiplying the intrinsic and extrinsic parameters of the right chamber A′[R′|t′].
2.1. Normalized Cross Correlation (NCC)

Points matching, which consists of locating a point (photographed from different positions) in the
left photograph and in the right image, is necessary to carry out the triangulation process. 2D-DIC
is used to correlate a given set of points in the two stereo views of the reference configuration and
match these points along the sequence of images. The correlated image points that are set are used to
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reconstruct and track the 3D position of the material points of the ROI (region of interest) through
time [6]. In the literature, there are several works that report using 2D-DIC to accomplish this process,
because this technique is so meaningful for 3D point reconstruction based on 2D images. The first
advantage is that cross correlation is equally simple to calculate. Once a coincidence for a patch in a
typical position inside an image is achieved, the Fourier methods can be used to calculate the correlation
in a fast way. The second advantage is that cross correlation is independent from translations and
invariant in the scaling dominance of the intensity. Equation (5) presents the definition of a normalized
cross correlation:

NCC =

∑
(i, j)∈S

[
f (u, v) − f

]
[g(u, v) − g]√∑

(i, j)∈S

[
f (u, v) − f

]2 ∑
(i, j)∈S[g(u, v) − g]2

(5)

Here, f and g are each the grayscale functions of the windows of the current image at a specific
location (x, y). The functions f and g correspond to the gray scale mean of the reference image and the
current subset.

2.2. Superficial Strain Estimation

To estimate the level of superficial strain, the engravings of speckle, circular or square marks on the
sheet are used, which involves an electrochemical process in which an electrolyte is applied as a reagent
on the surface of the sheet to engrave a thin pattern so that when the sheet is painted, the marking is
imperceptible. The use of a circles pattern was chosen because it is considered a non-uniform mark
deformation. In this proposed method, the facet sizes (window sizes) for the correlation function are
defined by the distance between the circles’ centroids. The advantages and disadvantages of a circle
pattern in contrast with a speckle pattern are show in Table 1.

Table 1. The advantages and disadvantages of circle pattern versus speckle pattern.

Characteristics Speckle Pattern Circle Pattern

The normalized correlation matches well with the patterns. YES NO
Mark deformation is assumed as irregular. NO YES
A pixel can represent a mark. Some cases YES
Independence of the distance between the cameras and the specimen. Some cases YES

After the sheet is subjected to the sausage process, the circles are distorted in the form of ellipses
and the distances between their centroids are modified; the latter are used in the digital images to
determine the deformation states in the testing metal sheet. Figure 3a,b shows the changes of the
circular grid with the deformation of the metal sheet. A simple way to estimate the deformation in the
centroid of each ellipse is by averaging the distance with its four neighboring centroids Ĉk−1,l, Ĉk,l−1,
Ĉk+1,l and Ĉk,l+1, as expressed by Equation (6):

Δ fk,l =
d
(
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(a) (b) 

Figure 3. (a) Circles on metal sheet without deformation; and (b) circles on formed metal sheet.

3. Materials and Methods

3.1. Materials

To capture the images, a pair of Posilica GT 2750 (Allied vision, Exton, PA, USA) cameras with
a sensitivity in the range of 400 nm to 670 nm as used. It has ethernet communication, a maximum
capture rate of 33 fps, and resolution of 2750 to 2200 pixels at 230–250 lux. They were mounted on a
metal structure that allows lighting control. Figure 4 shows the arrangement of the cameras, the light
source and the metal test piece used to test the proposed method. LED lighting was chosen due to
the contrast with the circles marked on the sheet: a blue LED of 640 nm, which coincides with the
work [39]. To compare the dimensional measurements, a digital microscope (Jiusion 6-06814-24289-8)
with a 100 μm scale was used.

 
Figure 4. Setting of stereo cameras with illumination and metal sheet.

3.2. Method

The proposed method has the purpose of measuring the surface deformation in a metal sheet
specimen used for truck exteriors, and it was divided into ten stages from (a) to (j). The peculiarity of
this procedure consists of the incorporation of an initial condition based on points normalization to
perform the matching using 2D-DIC. The general procedure is as follows:

(a) Stamping of known circle grid on the unformed metal sheet.
(b) Deformation of the metal-sheet through the mechanical stamping process.
(c) Calibration of cameras.
(d) Illumination of the piece with LED blue light for measuring.
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(e) Capture of stereo images.
(f) Selection of four landmarks.
(g) Search for neighbor’s centroid.
(h) Calculation of the NCC in the proposed neighborhood.
(i) Triangulation of the points to obtain their position in 3D space.
(j) Strain estimation from averaging the centroids’ differences with the four neighbors using

Equation (6).

The process includes the stamping of the known circle grid on the unformed metal sheet and the
deformation of the sheet through the mechanical stamping process, because it is important to delimit
the application of the proposed method.

The individual camera calibration can be performed with the “calib” function, while the
stereoscopic calibration can be performed with the function “stereo_gui”. Both are from the library
“Camera Calibration Toolbox for Matlab” published by Jean-Yves Bouguet [40]. The illumination can
be performed through a blue LED set. It is important that the image capture is done with the calibrated
camera system.

3.3. Four-Points Initialization

The construction of the 3D centroid mesh CM = Ci, j of the deformed circles pattern begins with
the process of obtaining the binarized image, which is detailed in Appendix A. After this, two clicks
given on two consecutive ellipses of the left binarized image and two on the same circles of the right
binarized image (Figure 5), allows for a knowledge of the distance and slope between two centroids
of pseudo-ellipses.

 
Figure 5. The user with blue (+) and the centroids of each blob in red (*).

The clicks do not necessarily have to be done on the centroids; it is only necessary that they are
done on the two consecutives pseudo-ellipses. The selected points are referred to as

(
xle f t

0,0 , yle f t
0,0

)
and(

xle f t
1,0 , yle f t

1,0

)
, while in the right image the points are

(
xright

0,0 , yright
0,0

)
and

(
xright

1,0 , yright
1,0

)
. To work with

discrete values, the values of each point, in each image, are rounded up because the computational
functions give fractions of the pixels where the mouse is clicked via the computer. From the rounded
coordinates provided by the user, the blob number nbs

i (considering a blob as a group of pixels with
a connected connection equal to four) is retrieved to provide the coordinates of the centroid, also
rounded; as an index of the tagged image (7).
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nbs
i = Ls

(
x̃s

i, j, ỹs
i, j

)
(7)

where s can be the left or right side, and Ls(x, y) is the labeled image as explained in Appendix A.
Next, the centroid of each blob Cs

i, j is calculated using the statistical moments for 2D (8) with the
help of Equations (9) and (10):
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BOs(x, y) =
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1 si Ls(x, y) = nbs
i

0 otherwise
(10)

The distance and the slope between the two centroids in Equations (11) and (12) are calculated to
initiate an iterative automatic process of estimation of the 2D position of blobs. The estimation of the
next blob position from the information of the two clicks on each image ycs

i+1, j, ycs
i, j, xcs

i+1, j and xcs
i, j:

d̃s
g,h =

√(
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where g and h are the index of the distances and slopes matrixes.
From Equations (11) and (12), the pseudo-row of marks is estimated using Equations (13) and (14):

x̃cs
i+1, j = xcs

i, j + d̃s
g,h cos

(
m̃s

g,h

)
(13)

ỹcs
i+1, j = ycs

i, j + d̃s
g,h cos

(
m̃s

g,h

)
(14)

Meanwhile, to find the next row, Equations (15) and (16) are used:

x̃cs
i, j+1 = xcs

i, j + d̃s
g,h cos

(
m̃s

t−1 + π/2
)

(15)

ỹcs
i, j+1 = xcs

i, j + d̃s
g,h cos

(
m̃s

t−1 + π/2
)

(16)

The normalized cross-correlation (5) is used to ensure a good pairing of centroids. This drastically
decreases the number of operations performed for the matching between the interest points and at the
same time takes advantage of the reliability granted by the NCC. The Matlab code can be downloaded
from https://sites.google.com/itcelaya.edu.mx/dic/.

4. Results

The results of a typical initialization of the DIC are displayed in Figure 6 to show an initialization
comparison. The working conditions were: one facet of 21× 21, the search for the maximum normalized
correlation, one-pixel step, and 100 marks that were pre-selected in the left image.

To observe the behavior of the normalized correlation internally, the correlation between a left
image ellipse against all the possible 21 × 21 facets of the right image was plotted to qualitatively locate
the maximum peak of the correlation (Figure 7).
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Figure 6. Pairing of points with typical initialization of the Digital Image Correlation.

 
Figure 7. Correlation between a left image ellipse versus the overall possible 21 × 21 facets of the
right image.

The engraving of light reference circles on the metal sheet resulted from an equidistance of
1.55 mm between the centroids when the metal sheet had not been deformed. The measurement made
with a microscope is shown in Figure 8, where the before (Figure 8a) and after (Figure 8b) deformation
is appreciated.

(a) 

 

(b) 

 

Figure 8. (a) Image captured before the forming mechanical process of the metal sheet; and (b) image
captured after the forming mechanical process of the metal sheet.
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On the other hand, the calibration parameters of the right and left cameras, as well as the
translation vector between both cameras are the following:

Intrinsic parameters of the left camera:
Focal length: fc_left = [ 4139.77293 4125.08567 ] ± [ 262.92862 287.85915 ]
Principal point: cc_left = [ 1386.44233 1290.81589 ] ± [ 145.82339 108.75101 ]
Skew: alpha_c_left = [ 0.00000 ] ± [ 0.00000 ] => pixel angle = 90.00000 ± 0.00000 degrees
Distortion: kc_left = [ −0.03826 −0.81032 −0.00495 −0.00231 0.00000 ] ± [ 0.15686 2.09125 0.00925

0.01010 0.00000 ]
Intrinsic parameters of the right camera:
Focal length: fc_right = [ 4009.97898 4233.47842 ] ± [ 271.16800 339.84438 ]
Principal point: cc_right = [ 1149.40996 962.27029 ] ± [ 198.63016 96.89436 ]
Skew: alpha_c_right = [ 0.00000 ] ± [ 0.00000 ] => pixel angle = 90.00000 ± 0.00000 degrees
Distortion: kc_right = [ −0.12949 0.25429 0.00496 0.02934 0.00000 ] ± [ 0.13731 0.93124 0.00825

0.01424 0.00000 ]
Extrinsic parameters (position of the right chamber with respect to the one on the left):
Rotation (In Rodrigues format): om = [ −0.00856 0.37660 0.00093 ] ± [ 0.03213 0.04287 0.00594 ]
Translation vector: T = [ −85.14492 33.53035 24.13032 ] ± [ 2.97387 1.09323 11.19968 ]
The results of the image processing step are shown in Figure 9. In the top row, the pair of stereo

images before the area filter is presented, while in the row below, the images after the area filter
application are reported.

 Left image Right image 
Binarized 
image after 
pre-process 
of image.  

Results of 
filtering 
regions with 
less than 80 
pixels areas.  

Figure 9. Image segmentation to obtain referential ellipses for the deformation measurement.

We selected one hundred points to show the method´s accuracy in a space of 100 × 100 marks. To
verify if each point matching was right, the local DIC was calculated for the proposed points estimated
in the initialization stage. The best correspondence was in the same position projected by the four-point
method. Figure 10 shows a case of the correlation using a window of 31 × 31 pixels on a zone of
21 × 21 pixels. The MATLAB function used for this aim was “corr2”.
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Figure 10. Correlation on one matching projected by a four-point initialization using a window of
31 × 31 pixels on a zone of 21 × 21 pixels.

Figure 11 shows the points matching of an area of 10 × 10 deformed circular marks. Those are the
same taken to perform the 3D reconstruction. On one side, the detail of the points matching is shown
with a zoom.

 

 
Figure 11. Points matching using the initial condition proposed and verified by Normalized
Cross Correlation.

Figure 12 shows the three-dimensional reconstruction of the marks found and verified for the point
matching stage. From the 3D reconstruction the strain was calculated using Equation (6), averaging
the distances between the four neighboring marks of the mesh of circles of a radius of 0.5 mm and a
separation between the centers of 2.55 mm. The strain estimated by the proposed method is shown in
Figure 13.
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Figure 12. Three-dimensional reconstruction of marks on the metal-sheet surface from point matching.

Figure 13. Estimated strain in the selected zone.

The strains estimated in points having their four neighbors from a matrix of 100 × 100 were
reduced to a matrix of 8 × 8. The values in Tables 2 and 3 were obtained with the stereoscopic vision
system. From these results, it can be calculated that the average error in the experiment was, in this
case, ε = 1.290878% (0.019995 mm.). This takes into account a distance between the centroids of the
marks of 1.55 mm, without deformation.

Table 2. Estimated strain (%) using the proposed method.

Position
Indexes

j = 1 j = 2 j = 3 j = 4 j = 5 j = 6 j = 7 j = 8

i = 1 10.4623 10.334 10.2988 10.1945 10.2066 10.2369 10.1932 10.1931
i = 2 10.2814 10.2721 10.3268 10.2013 10.1416 10.2001 10.1461 10.209
i = 3 10.2739 10.3202 10.2906 10.2571 10.1665 10.1584 10.2454 10.2757
i = 4 10.3615 10.2886 10.2542 10.2351 10.3094 10.2866 10.2113 10.217
i = 5 10.2692 10.282 10.2885 10.4412 10.3556 10.2272 10.2494 10.158
i = 6 10.4365 10.3514 10.2451 10.4047 10.361 10.2592 10.3007 10.3751
i = 7 10.3587 10.4371 10.3885 10.1398 10.215 10.2778 10.1877 10.3029
i = 8 10.3664 10.3276 10.3599 10.2999 10.314 10.3569 10.2394 10.172
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Table 3. Estimated strain (%) using a digital microscope.

Position
Indexes

j = 1 j = 2 j = 3 j = 4 j = 5 j = 6 j = 7 j = 8

i = 1 11.2903 9.6774 9.3548 9.6774 8.871 8.0645 8.0645 7.2581
i = 2 10.4839 8.871 7.2581 8.0645 8.0645 5.6452 4.8387 5.6452
i = 3 6.4516 8.0645 8.5484 7.7419 6.4516 6.4516 6.4516 6.4516
i = 4 8.0645 9.6774 9.6774 7.2581 6.4516 6.4516 5.6452 6.4516
i = 5 8.0645 10.1613 10.1613 5.6452 5.6452 6.4516 5.6452 7.2581
i = 6 11.2903 11.2903 8.0645 7.2581 8.0645 10.4839 8.0645 10.9677
i = 7 13.7097 10.4839 8.871 8.871 8.871 9.6774 8.871 12.9032
i = 8 9.6774 6.4516 7.2581 8.0645 10.4839 7.2581 6.4516 8.871

5. Discussion

The principal contribution of this work consists in the correct points-pairing between images
(100%), in the specific case of almost-identical marks, to measure the deformation of a metal sheet with
a small error. The method is semi-automatic due to the high complexity of the shown problem. This
is evident when using the MATLAB function called “imregcorr” [41], and it is solved when the user
indicates only two pairs of coinciding points. This works as an initial condition to begin a search of
correspondent marks among the images. Basically, we noticed that the initial conditions of the search
increased, in a notable way, the efficiency of the point-pairing system (with efficiency referring to the
amount of paired marks, divided between the total of marks in the space of analysis). We assumed that
the quality of the mark stamping, lighting, and the initial conditions, also contribute to trustworthy
effects. According to the results, it can be observed that the correlation applied to the detection of
deformed circular patterns (ellipses) is not ordered. This is because the objective of the construction
of the pattern is to make the marks identical and that, in opposition to this, the correlation uses the
differences between marks to emit a factor of similarity. The system was also compared with a manual
deformation measurement using a microscope, which achieved a low sensitivity of the camera system
and a displacement. This was due to the resolution of the camera system. In terms of processing time,
it is well known that the correlation has a computational complexity of m2n2 for an nxn image and an
mxm template. Meanwhile, the proposed method depends on the number of points on the analyzed
sheet; which is many times less than the number of pixels of an image, and it also depends on the
distance between the camera and the printed sheet that is to be studied.

6. Conclusions

The proposed methodology solves the corresponding points-pairing for cases where multiple
marks tend to be identical. This is one of the most complex and difficult problems DIC experiences
in stereoscopic vision. The philosophical basis where most of points-pairing algorithms reside is the
search for differences between the objects inside images. This goes against the goal of the Circle-grid
of obtaining identical circles. The proposal in this work takes advantage of the characteristics of the
problem to reduce its fallibility and to reach very important results, as well as the knowledge of an
equal-points grid and a superficial deformation of less than 50%; which is of interest. The results are
compared to the predetermined MATLAB function to show the advantages of this work´s proposal,
which may be of use with a high degree of trustworthiness, thanks to the large amount of accurate
correspondences. The processing time for the search in the initial conditions is relatively low because
only distances, slopes and cosine functions are calculated. This way of solving the problem could
be used in systems requiring patterns or points-grids, such as squares, hexagons and others. As a
future work, we suggest to automatize in a total way the points´ correspondence without losing the
gained benefits.
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Appendix A

In this section, an image process is made to binarize the ellipses engraved on the metal sheets.
With this, the initial condition for 2D-DIC is found. The first step is to situate the threshold in the image
by using the Otsu method; that way, absolute-white circular marks will be obtained. Immediately
after this, a number must be assigned to the ellipses (blobs) so they can be indexed onto the process of
labelling the connected components. By the end, these connected components are discharged from
areas bigger than 80 pixels. Considering that the pair of images is represented in monochrome, with a
size of N ×M and a pixel resolution of b bits, the pair of images can be represented as:

Is(x, y, z) ∈
{
0 ≤ Z ≤ 2b

}
∀{1 ≤ x ≤M}, {1 ≤ y ≤ N

}
(A1)

where s represents the right or the left camera.
We receive an image in grayscale. Following this, we make a complement of this image to enhance

the importance of the circles, as indicated in Equation (A2), and to obtain fair marks:

Cs(x, y) = 2b − Is
g(x, y) (A2)

where s refers to left or right image.
To obtain a wide image-operation range, these images are normalized, as indicated in Equation (A3):

NIs(x, y) = 2b Cs −min(Cs)

max(Cs) −min(Cs)
(A3)

A difficulty of the non-uniform-illumination is presented on the metal-sheet surface by the nature
of the problem. To decrease it, an adaptive filter of average window (A3) is applied to the normalization
process on the image, where the size of the window is three times the average of the circular mark’s
ratios, in pixels. The filter is defined by Equations (A4) and (A5):

SMs(x, y) =
M∑

k=1

N∑
l=1

NIs(k, l)
1

(3r)2 Js
3r,3r(x− k, y− l) (A4)

SIs(x, y) = NIs(x, y) − α ∗ SMs(x, y) (A5)

Afterwards, another normalization is applied, through Equation (A3) on Equation (A5), and a
thresholding with the Otsu method is applied to obtain a binarized version Bs(x, y) of SIs(x, y). In such
a process, we receive as a result the marks in white and the other regions in black. The next step is to
label the binarized image elements Os

i (x, y) = labeling(Bs(x, y)). Here, every binarized segment of the
image (blob) is independent: Os

i ∩Os
j ∈ ∅ ∀ j � i for i, j = 1, 2, . . . , LN. Nonetheless, it is common to

have small non-representative stains in that set of blobs Os
i (x, y), and this is why an interconnected

pixels selection is applied with areas less than 80 pixels (A6):

Ls
i (x, y) =

{
Os

i (x, y) ∀ area
[
Os

i (x, y)
]
< as

}
(A6)

The overall previous process is shown in Figure A1 and dot matrix position indexes Figure A2.
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(a) Image acquisition (b) Complement of image (c) Normalization of 
complement 

(d) Normalization of 
adaptive filtering 

    

    

Figure A1. Pair of images of the stereoscopic system showing the result of each stage of the
pre-processing of images. The upper row presents the left-side images, and the lower row presents
those from the right-side.

 
Figure A2. Binarized left-side photography to obtain a candidate’s marks.
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Abstract: Understanding the mechanical response and failure behaviors of thin plates under impact
loading is helpful for the design and improvement of thin plate structures in practical applications.
The response of a copper plate subjected to underwater impulsive loading has been studied in
fluid-structure interaction (FSI) experiments. Three typical copper plates, (a) without a pre-notch,
(b) with a cross-shaped pre-notch (+), and (c) with a ring-shaped pre-notch (�) were selected.
A high-speed photography system recorded the full-field shape and displacement profiles of the
specimens in real time. The 3D transient deformation fields’ measurements were obtained using a 3D
digital image correlation (DIC) technique. Strain results from DIC and the strain gauges technique
were in good agreement. A dimensionless deflection was used to analyze the effect of plate thickness
and loading intensity on the deformation of the copper plates. The typical failure modes of different
copper plates were identified. The test plates exhibited large ductile deformation (mode I) for copper
plates without a pre-notch, and large ductile deformation with local necking (mode Ic), splitting (mode
II), splitting and tearing (mode IIc), and fragment (mode III) for the copper plate with a pre-notch.

Keywords: copper plate; underwater impulsive loading; non-liner dynamic deformation; 3D digital
image correlation

1. Introduction

Flat-panel structures that are widely used in naval assets and warships are sometimes affected
by underwater explosions (UNDEX) because of, for example, torpedo attacks [1]. In the design and
application of ships, small curvature hull panels with welded stiffeners can be considered flat-panels [2].
Currently, experimental and computational methods have been used to investigate the dynamic
response of plate structures with different geometric dimensions and materials. However, the response
of these structures to dynamic loading is not well understood. Due to high deformation rates and
their corresponding short loading times and material nonlinearity, the structural dynamic response
caused by an UNDEX is complex. Hence, it is difficult to accurately measure deformation fields in the
dynamic response process of a metal plate subjected to underwater impulsive loading.

The material response to different loading rates has been examined through shock loading
experiments. Ahmed et al. experimentally studied the large deformation behavior of hull panels
subjected to an UNDEX [3]. Ramajeyathilagam et al. investigated the deformation and failure modes of
thin rectangular plates and cylindrical shell panels through experimental and numerical methods [4–6].
The results showed that the pressure on the plate is approximated by Cole’s empirical formula and
Taylor’s plate theory [7,8]. Hung et al. carried out studies on aluminum alloy plate underwater
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blast loading, and further measured the underwater pressure, acceleration, and strain histories on the
plate [9].

Experimental measurements are affected by some uncertainties (pressure reflections, vibrations,
etc.) because of the complex and hazardous nature of UNDEX, and therefore many experimental
apparatuses incorporating fluid-structure interaction (FSI) effects have been developed. In recent
years, a cylinder-shaped underwater shock simulator, in lieu of explosive detonation, was utilized
by Espinosa et al. to produce shock loading on stainless steel similar to the loading generated in an
UNDEX [10]. According to the study, the shock loading pressure generated in the water chamber can
be independently controlled by changing the velocity and mass of the flyer plate. A combination of the
shadow moiré technique and high speed photography was used to record the full deformation fields
of steel plates. Mori et al. used this experiment setup to study the deformation and energy absorption
performance of I Core sandwich structures [11]. Avachat et al. presented a similar experimental setup
to investigate the effect of panel thickness on the dynamic response of composite sandwich plates [12].
A similar equivalent device was also designed by McShane et al. to load polymer-metal bilayer plates.
They analyzed the influence of polymer coating and found four typical failure models [13].

With the current rapid development of the digital image correlation (DIC) method, the
measurement of complex and inhomogeneous deformation fields has become relatively easy [14].
Pan et al. experimentally investigated the deformation and failure mechanisms of an aluminum
panel and a stationary carbon fiber reinforced polymer (CFRP) panel under transient ballistic impact.
Full-field 3D deformation has been measured by a single-camera high-speed stereo-DIC technique [15].
The development of high-speed photography technology has allowed 3D full-field deformation
measurements using two high-speed digital cameras. Spranghers et al. applied a 3D DIC technique
to measure the dynamic response of aluminum plates subjected to free air blast loading conditions
and an explosively driven shock tube (EDST) [16,17]. These studies showed a different structural
response, a linear elastic-plastic deformation, and elastic vibration for the free air blast loading and
the EDST loading, respectively. Chen et al. studied the dynamic response of thin metal plates
under confined air blasting loading, and measured 3D full deformation fields using the 3D DIC
technique [18]. Aune et al. reported the structural response of thin steel and aluminum plates with
different stand-off distances under air blasting [19]. These experimental investigations showed that
thin plates experienced larger plastic deformation and the failure of supports. Tiwari et al. investigated
full-field transient plate deformation measurements during buried blasting loading using the 3D DIC
method. They well-defined yield boundaries on the plate surface were based on the Cowper-Symonds
constitutive relation, with full-field strain and strain rate measurements [20]. Gagliardi et al. obtained
blast-driven displacement measurements of an aluminum 6061-T6 plate as one side of an aquarium-like
structures using a DIC system [21]. Arora et al. used high-speed photography and the DIC method to
monitor the deformation and reveal the failure mechanism of glass-fiber reinforced polymer (GFRP)
sandwich panels and laminate tubes during underwater shocks [22]. LeBlanc and Shukla carried out
experimental and numerical investigations on the transient response of e-glass/vinyl ester curved
composite panels subjected to underwater explosive loading using a 3D DIC system, along with
high-speed photography [23,24]. Similar investigations on aluminum honeycomb sandwich panels in
FSI experiments were reported by Xiang et al. [25]. Huang et al. performed an experimental study on
dynamic deformation and failure modes of circular composite laminates, based on the processing of
the 3D DIC method, and observed how the impulse intensity, thickness, and failure of panels clearly ly
affect the response of laminate plates [26]. Shukla et al. presented a comprehensive summary review
of recent underwater implosion studies on metallic cylindrical structures. These studies demonstrated
that the 3D DIC technique can be used for accurate dynamic deformation measurements during
underwater implosions [27]. Recently, there is increasing interest in the dynamic response and failure
at the supports of materials subject to shock loading, but only limited studies have reported on
metal panel and composite materials’ response to underwater impulses generated by FSI equipment.
The microscopic damage mechanism of these materials under impact loading conditions is not well
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understood. The quantification of the response of these materials as a function of loading intensity
has not yet been fully investigated. Studies on the effect of initial damage on failure modes of these
materials to underwater impulses have been rarely reported.

This paper presents the transient responses and failure modes of clamped copper plates subjected
to underwater shock loading. The shock pressure histories generated in FSI apparatus’ are well
monitored. Two typical pre-notches are selected to evaluate the effect of pre-notches on the failure
modes. A high-speed photography system with two cameras is applied to record real-time images of
the copper plate. The time-resolved 3D full-field deformations are measured using the DIC technique.
Visual observations and scanning electron microscope are carried out to identify the failure modes.
A dimensionless deflection is performed to explain the effects of experimental conditions on the
dynamic responses of circular plates subjected to underwater impulsive loading.

2. Experimental Configuration

2.1. DIC Method

The principle of DIC is based on the corresponding relationship between the speckled gray values
in a rectangular area (subset) on an undeformed image (reference image) and a deformed image (target
image) [28]. The deformation field of the subsets can be calculated by comparing a subset from a
reference image with another subset from a target image [29,30]. The 3D DIC technique is based on the
principles of stereo triangulation, whereby two imaging sensors can be used to reconstruct the stereo
profile of a specimen, see Figure 1.

The principle diagram of the 3D stereo matching and displacement field is shown in Figure 1.
Camera calibration is necessary to determine the relative position and internal distortion of two
cameras before testing [21,31]. On the basis of the calibration results of both cameras, the left and
right images are stereos matched to reconstruct the three-dimensional surface contour. Then, the
deformed image is correlated to match with the corresponding reference image to obtain the 3D
full-field displacement profile of the sample. Schmidt et al. believe that the sub-pixel accuracy of the
out-of-plane measurement is approximately 0.03 pixels [32], while the in-plane measurement is more
accurate, with a 0.01 pixel accuracy.

Figure 1. Principle diagram of 3D stereo matching.
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2.2. Experimental Details

A simplified FSI experimental setup was developed in a laboratory setting for resembling
underwater explosive loading conditions by Xiang and Chen based on Espionosa’s work [10,24,33].
Figure 2 shows the schematic diagram of the FSI experimental setup. In the FSI setup, a steel water
chamber is incorporated into a gas gun apparatus. The test copper plate and a steel piston are installed
at the rear (left) end and the front end with an O-ring, respectively. A gas gun is used to drive a
5 mm thick flyer plate, to prompt the piston to produce the exponentially decaying pressure history.
The impulsive pressure histories at A and B positions (the center and end) are measured by dynamic
high-pressure transducers.

Figure 2. Schematic diagram of the experimental setup.

The material used in this study is ASTM C11000 copper. The mechanical properties of the material
are obtained through open literature [34]. The density ρ is 8930 kg/m3and the static tensile yield stress
σy is 205 MPa.

The circular specimen plates with a diameter of 200 mm, as shown in Figure 3a, were clamped at
the end of the anvil tube by a steel ring and 12 bolts. The plate is only restricted by a steel ring because
the bolts do not pass through the plate. The diameter (D) of the specimen exposed to the water shock
loading is 152.4 mm. The strain gauge is used to measure the in-plane components of strain, and is
placed at a location 30 mm from the center O, as shown in Figure 3b. The three different thicknesses (T)
of the copper plates are 1 mm, 2 mm, and 3 mm. In order to study the effect of initial damage of the
plate on failure modes, except on a copper plate without pre-notch, two kinds of shapes of pre-notches,
include cross (+) and ring (�), are prepared in the center of the specimens, see Figure 3c,d. The width
(W) of the pre-notch is 1 mm, the lengths (L) of the cross-shaped pre-notches are 30 mm and 50 mm,
the depths (H) are 0.5 mm and 1.5 mm, the depth and diameter (Dc) of ring-shaped pre-notches are
0.5 mm and 30 mm.

In the present study, a 3D DIC technique is used to capture the dynamic response of materials
under shock loading. The deformation process of the outside surface of the copper plates was measured
by 3D DIC measuring system, see Figure 2. Figure 4a shows the pictures of a 3D DIC measurement
system consisting of two halogen lamps and two synchronized high-speed cameras in a stereoscopic
setup. Two Photron Fastcam SA5 high-speed digital cameras (Photron Inc., Tokyo, Japan) were
positioned behind the water chamber to record the speckles on the outside surface of the copper plate.
The safety distance was about 0.8 m and each camera was angled at approximately 10◦ with respect
to the symmetry plane. The power of the two halogen lamps as the lighting source is 1 kilowatt.
The photography system is synchronically triggered by a laser trigger while the flyer impacting the
piston. A framing rate of 50,000 frames per second (fps) is chosen in tests with an image resolution of
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512 × 272 pixels. In order to study the fracture process of cross-shaped pre-notches, a higher framing
rate of 75,000 fps is used with an image resolution of 320 × 264 pixels.

 

(a) (b) 

  

(c) (d) 

Figure 3. Outline of different specimens: (a) schematic of insufficient clamping condition; (b) schematic
of a specimen with strain gauges; (c) a copper plate with a cross-shaped pre-notch; (d) a copper plate
with a ring-shaped pre-notch.

  
(a) (b) 

Figure 4. Diagrams of the fluid-structure interaction (FSI) experimental setup: (a) the 3D digital imafge
correlation (DIC) measuring system with two high-speed digital cameras and two light spots; (b) the
interest area of the specimen surface with a speckle pattern.
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Figure 4b shows the specimen coated with a randomized speckle pattern. It is necessary to clean
and polish the specimen surface before preparing a randomized speckle pattern. The speckle quality
directly affects the accuracy of the measurement results. In order to gain a high contrast speckle
pattern, the outside surface of the copper plate is painted white and then marked with random black
points. A randomized speckle pattern can be considered perfect when the black speckle dots have a
diameter of approximately 5 pixels as seen by the two cameras [35]. The post-processing is performed
with the VIC-3D software package (Correlated Solutions, Inc., Columbia, SC, USA) to obtain the
full-field measurement.

2.3. Underwater Pressure Peak and Impulse Estimation

The free-field incident UNDEX pulse in the fluid can be idealized as an exponential
pressure attenuation:

p = p0e−t/t0 (1)

where p0 is the initial peak pressure and t0 is a characteristic decay time [10]. The free-field momentum
(impulse/area) can be given by

I0 =

∫ ∞

0
pdt = p0t0 (2)

In the FSI setup, the peak pressure pmx and impulse of the shock wave Imx is given by

pmx =
s f

s + f
V0

( D
Dx

)2
, (3)

Imx =
∞∑
0

pmx

[
s− f
s + f

]n

Δt, (4)

where f and s are the acoustic impedance values of the fluid and solid, V0 is the flyer impact velocity,
and D and Dx are the diameters of the tube at the impact and pressure prediction locations, respectively.
n is the number of wave reverberations in the flyer and Δt is the time required for the elastic longitudinal
wave to twice traverse the flyer plate.

In this investigation, the diameters of impact locations, the tube at location A and location B are
66 mm, 106 mm, and 142 mm, respectively. The acoustic impedance values of solids and fluids are
40.82 × 106 kg/(s·m2) and 1.46 × 106 kg/(s·m2). Therefore, the peak pressure values at the two pressure
transducer locations A and B can be simplified as follows:

pA = 0.5464 V0, (5)

pB = 0.3027 V0, (6)

3. Results and Discussion

3.1. Pressure Results

The typical pressure profiles of the A1# test at positions A and B are shown in Figure 5. The profiles
were obtained using a flyer plate with a thickness of 5.0 mm and a launching velocity of 158.3 m/s.
At position A, the recorded pressure history showed similar characteristics to that of the free-field
incident UNDEX pulse, i.e., short rise time, a peak value of about 84.9 MPa, and subsequent exponential
pressure decay. On the pressure profile at position B, the peak pressure is about 50.4 MPa (Figure 5b)
and the reflective wave is observed as a second peak at about 250 μs.

The peak pressures at position A and B are calculated using Equations (5) and (6), respectively.
The results are summarized in Table 1. It is clearly shown that the errors of peak pressure at positions
A and B are all below 9%. Due to energy attenuation, the experimental peak pressures at position A
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are lower than the predicted value, but the experimental peak pressures at position B are higher than
the predicted value, because of the stack of reflection waves.

μ

P A

 
μ

P B

 

(a) (b) 

Figure 5. Typical pressure-time history at positions A and B of the A1# test; (a) point A (b) point B.

Table 1. Characteristic parameters of underwater impulsive loads.

Sample Number V0 (m/s)
pA (MPa) pB (MPa)

Exp. Equation (5) Exp. Equation (6)

A1# 158.3 84.9 86.5 50.4 47.8
A2# 124.3 62.8 67.9 40.3 37.6
A3# 129.5 65.6 70.8 42.0 39.2
A4# 130.2 66.3 71.1 42.0 39.4
A5# 46.6 23.4 25.5 15.5 14.1
A6# 121 64.5 66.1 39.2 36.6
A7# 128.9 65.7 70.4 41.8 39.0

3.2. Specimens without Pre-Notches

As shown in Figure 6, a reduced area surrounded by the red line at the specimen center was
selected as the AOI (area of interest) to obtain full-field deformation. The green region corresponding
to the strain gauges cannot be correlation calculated, because of the speckle lack.

 

Figure 6. Diagram of selected area of interest (AOI).

Figure 7 shows the out-of-plane displacement fields of the A5# specimen (T = 1 mm, V0 = 46.6 m/s)
at different time steps. The major component is the out-of-plane displacement (δ). The shock wave
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acts on the internal surface of the copper plate as a plane shock wave during the early period. More
shock waves act on the plate boundary, bringing the clear displacement ring up to 0.08 ms, then
the displacement increases from the boundary to the center of the plate until 0.4 ms. Note that the
deformable contour exhibits an approximately planar circular shape in the first 0.4 ms, and evolves
into a symmetric dome shape after 0.48 ms.

Figure 7. Out-of-plane displacement fields of the A5# specimen (T = 1 mm, V0 = 46.6 m/s).

The out-of-plane displacement and velocity profiles along the x-axis are shown in Figure 8. Notice
that the profiles are plotted from −60 to 70 mm, while the boundary is located between −76.2 and
76.2 mm. As indicated in Figure 8a, the plate is forced to move out of the plane underwater shock
wave. The displacement is first produced at the boundary region (see lines from 0.02 ms to 0.24 ms),
the shape after deforming of the plate is approximately symmetrical and is almost constant until
0.14 ms. The plate continues to deform when the pressure of the shock wave has vanished. At 1.52 ms,
the displacement reaches its maximum at the center first, and then rebounds at 2.24 ms, due to
elastic recovery.

Particles close to the boundary are constrained and have a very limited initial velocity. The plate
has the same given velocity at 0.02 ms. From this moment on, the velocity increases from the boundary
to the center, because of the centripetal radial flow of water. The outside surface obtains a maximum
deformation velocity of 34.1 m/s at 0.42 ms (see Figure 8b), and then presents attenuation of velocity
repeatedly. The inertia forces cause the plate to be further deformed.

Figure 9 presents the evolution of the in-plane maximum principal strain fields of the A5# specimen
at different time steps. It is found that higher principal strain appeared close to the boundaries until
0.30 ms, because the plate’s borders are constrained by steel flange. Further, due to the interaction of
the inertia forces and refection waves, strain develops towards the center of the plate, and reaches a
maximum value at 0.66 ms.
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Figure 8. The out-of-plane displacement and velocity profiles: (a) profile of displacement along the
x-axis; (b) profile of velocity along the x-axis.

 

Figure 9. In-plane maximum principal strain fields of the A5# specimen at different time steps.

The comparison of strain histories measured by the DIC and strain gauges (see Figure 3b) are
shown in Figure 10. The DIC results are obtained from strain data of the corresponding symmetric
points. The evolution trends of the two history curves are similar. It can be seen that results from DIC
and strain gauges show a good agreement in the initial growth stage until 0.6ms. From this moment
on, strain gauges falling off from the sample cause strain curves to stop rising and start falling.

Figure 11 shows photographs of the recovered A5# specimens after the test. It can be seen the
main failure mode of the specimen is only a large ductile deformation (mode I), as defined by Smith
and Nurick [36]. Because the test plate slides out from the clamped location, an annular sliding trace
can be clearly observed on the boundary (see Figure 11b).
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(a) (b) 

Figure 10. Comparison of the normal strain results from DIC and strain gauges; (a) strain of x-direction
and (b) strain of y-direction.

ε ε

 
(a) (b) 

Figure 11. Photographs of recovered specimens after shock experiment, (a) shows the outside face;
(b) shows a side view.

The results of the deformation and failure mode for all seven specimens without pre-notches
are summarized in Table 2. The peak pressure pms and impulse Ims are predicted values by
Equations (3) and (4), the dimensionless impulse is given by I = Ims/M

√
σy/ρ, where M is the

dimensionless mass, the final deflection δt1 and δt2 are obtained by DIC and the altimeter, the
dimensionless final deflection δt1/L is also given, where L = 152.4 mm is the specimen span.
The relationship between the dimensionless impulse and normalized final deflection is shown
in Figure 12. The result shows that the normalized final deflection of the plate increases linearly
with the dimensionless impulse. The failure modes are always large ductile deformations (mode I).
The relative out-of-plane measurement errors of DIC for seven tests are from 0.84%–6.83%, which can
be estimated by |δt1 − δt2|/δt1.

Table 2. Experimental conditions of specimen plates without pre-notches.

Number
Thickness

T (mm)
V0 (m/s) pms (MPa) Ims (Pa·s) δt1 (mm) δt2 (mm)

¯
I δt1/L

Measurement
Error (%)

Failure
Mode

A1# 1 158.3 42.1 2769 27.9 27.3 2.05 0.183 2.15 Mode I
A2# 1 124.3 33.0 2174 23.9 24.1 1.61 0.157 0.84 Mode I
A3# 2 129.5 34.4 2264 22.2 22.8 0.84 0.146 2.7 Mode I
A4# 3 130.2 34.6 2277 16.1 17.2 0.56 0.106 6.83 Mode I
A5# 1 46.6 12.4 815 18.6 17.8 0.60 0.122 4.3 Mode I
A6# 1 121 32.2 2116 23.6 22.2 1.57 0.155 5.93 Mode I
A7# 1 128.9 34.3 2254 24 23.7 1.67 0.158 1.25 Mode I
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Figure 12. Normalized final deflection of specimens as a function of the dimensionless impulse.

3.3. Specimens with Pre-Notches

Table 3 lists the experimental conditions and the corresponding failure mode of the specimens
with pre-notches. The specimens with pre-notches have been investigated to understand the effect of
pre-notches on the dynamic deformations and failure modes. Figures 13 and 14 show the evolution
of the in-plane maximum principal strain of C1# and C2# specimen (T = 1 mm, L = 30 mm, and H
= 0.5 mm). The selected frame rate and image resolution are 75,000 fps and 320 × 264 pixels for the
C1# test. It is very clear from Figure 13 that weak strain concentration has appeared at the center of
the outside surface at 559 μs. From this moment on, because the pre-notch causes the strength of the
central region of the plate to decrease, higher principal strain localizes and concentrates around the
pre-notch. The shape of strain concentration is close to the cross shape with a 45 degree angle, the
position and direction of strain concentration correlate well with the pre-notch.

Compared with the test for C1#, the impact velocity has been increased to 118.9 m/s in the C2#
test. A framing rate of 50,000 fps is used with an image resolution of 512 × 272 pixels. Similarly to
the result of the test without a pre-notch, the principal strain increases from the boundary to center
regions. Similarly to the test for C1#, a cross-shaped strain concentration appears in the correlated
position of the pre-notch at 520 μs. At 600 μs, a mismatched region is also found on the displacement
profile, demonstrating that a crack rupture occurs in the plate center (labeled “1”). After 620 μs, the
water escapes through the crack from the anvil, and the crack continues to expand in the direction of
the cross pre-notch.

Table 3. Experimental conditions of specimen panels with pre-notches.

Sample
Number

Thickness
T (mm)

Pre-Notch

V0 (m/s) Failure
ModeShape

Depth
H(mm)

Length
L(mm)

Diameter
Dc(mm)

C1# 1 Cross 0.5 30 — 101.9 Mode Ic
C2# 1 Cross 0.5 30 — 118.9 Mode IIc
C3# 2 Cross 1.5 30 — 119.2 Mode II
C4# 1 Cross 0.5 50 — 140.8 Mode IIc
R1# 1 Ring 0.5 — 30 125.3 Mode III
R2# 1 Ring 0.5 — 50 121.0 Mode III
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Figure 13. In-plane maximum principle strain of the C1# specimen at different time steps.

Figure 14. In-plane maximum principal strain of the C2# specimen at different time steps.

Figure 15 shows the out-of-plane displacement fields on the surface of the R1# specimen with a
ring-shaped pre-notch (T = 1 mm, Dc = 30 mm). The camera framing rate and image resolutions are
the same as the test for C2#. The pre-notch is indicated by a white line. At 520 μs, a crack forms in the
center area indicated by white ring A. After this moment, the crack extends along the ring-shaped
pre-notch, and then the circular flyer falls off from the plate (see 840 μs in Figure 15). Figure 16 shows
the in-plane maximum principal strain profile along the x-axis. Notice that strain concentration is
located at ±15 mm from the center, where is the same location as the pre-notch. This explains how
strain concentration also occurs around ring pre-notch.
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Figure 15. Out-of-plane displacement fields of the R1# specimen at different time steps.
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Figure 16. The in-plane maximum principal strain profile along the x-axis of the R1# specimen.

After underwater loading tests, the specimens with the cross-shaped and ring-shaped pre-notches
have been recovered for further analysis. The four typical failure modes observed in these experiments
are reported in Figure 17. The 1 mm-thick plate with the depth cross pre-notch of 0.5 mm has been
tested using a flyer with a velocity of 101.9 m/s. The larger ductile deformation and a cross-shaped
local necking (mode Ic) appear in the center area of the C1# specimen, which is only presented in the
pre-notch position marked with a white circle in Figure 17a.
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Figure 17. Failure modes of copper plates with pre-notches: (a) large ductile deformation and local
necking (mode Ic failure); (b) splitting (mode II failure); (c) splitting and tearing (mode IIc failure);
(d) fragment (mode III failure).

For the same case, while the velocity of the flyer is increased to 118.9 m/s and 140.8 m/s, the
failure modes of the C2# and C4# specimens evolve to splitting of pre-notch and tearing (mode IIc), see
Figure 17c, the new cracks grow from the pre-notch tips. Scanning electron microscopy (SEM) was
used to measure the microstructure of the fracture surfaces of the C2# specimen. Figure 18 shows
the microstructures of different fracture surfaces of the C2# specimen, including the pre-notched part
labeled by the white lines and the new crack part labeled by the red line. In the pre-notched part, due
to the fact that the residual thickness of the plate is only 0.5 mm, a plug-like shear failure is easily
caused by the underwater shock wave, therefore, considerable parallel striations are found on the
fracture surface. In contrast, the fracture surface of the new crack part has many dimple structures,
which are considered a typical feature of tensile tearing failure. This can be explained by the fact that
after fracture of the pre-notch, the sectional tension by shock wave causes the tearing failure and a
radial new crack.

For the 2 mm-thick plate with the depth of pre-notch increased to 1.5 mm, only a splitting of
pre-notch (mode II) is observed on the outside face of the C3# specimen, labeled by a white ring line in
Figure 17b. Furthermore, the shape of the pre-notch also influences the failure mode of the circular
plate under clamped condition subjected to underwater impulsive loading. For the R1# and R2#
specimens, the specimens occur failure along the pre-notch, and the fragment (mode III) produced as
the circular flyer is shown in Figure 17d.

162



Appl. Sci. 2019, 9, 1927

 

Figure 18. Microstructures of different fracture surfaces of the C2# specimen.

4. Conclusions

Experimental investigations on the non-linear dynamic responses of circular copper plates
subjected to underwater impulsive loading using a fluid-structure interaction experimental setup
were presented. The different types of copper plates, with and without pre-notches, were studied
and analyzed. The shock pressure histories were successfully measured by the dynamic pressure
transducers at locations A and B. A stereoscopic camera system combined with a 3D DIC technique
was utilized to monitor the out-of-plane deformation, velocity, and in-plane maximum principal strain
of the copper plates. Results showed that dynamic deformation is the interaction effect of the initial
underwater shock wave and water medium flow.

For the clamped circular specimens without a pre-notch, a dimensionless deflection was performed
to further investigate the relationship between the impulsive wave intensity, thickness of the
specimens, and the final deflection. The linear relation between the normalized final deflection
and the dimensionless impulse was observed.

The effects of the impulsive wave intensity, geometric dimension of the specimens, and the
dimension of the pre-notch on the failure modes of the copper plates were also studied. Based on the
observation of the current experiments, a large ductile deformation (mode I) was observed for the
plate without a pre-notch, and other four typical failure modes, including large ductile deformation
with local necking (mode Ic), splitting (mode II), splitting and tearing(mode IIc), and fragment (mode
III) were found for the plates with different pre-notches.

This study provides insight into the relationship between the impulsive wave intensity, geometric
dimensions of specimens and pre-notches, and the non-liner dynamic responses of copper plates
subjected to underwater impulsive loading. This discussion will be helpful in understanding failure
processes and predicting failure modes.
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Abstract: The performance of seven different correlation functions applied in Digital Image
Correlation has been investigated using simulated and experimentally acquired laser speckle patterns.
The correlation functions were constructed as combinations of the pure intensity correlation function,
the gradient correlation function and the Hessian correlation function, respectively. It was found that
the correlation function that was constructed as the product of all three pure correlation functions
performed best for the small speckle sizes and large correlation values, respectively. The difference
between the different functions disappeared as the speckle size increased and the correlation value
dropped. On average, the random error of the combined correlation function was half that of the
traditional intensity correlation function within the optimum region.

Keywords: image correlation; gradient correlation functions; laser speckles

1. Introduction

Digital image correlation (DIC), or Particle Image Velocimetry (PIV), has since its introduction
in the 1980s evolved into one of the most versatile and widespread techniques in experimental
mechanics [1–6]. Recent examples are found in diverse scientific fields such as biomechanics [7],
infrastructure [8], material science [9], composite structures [10], and microfluidistics [11], but the
technique is not restricted to these scientific fields. A quick search on a popular search engine lists
over 50,000 contributions out of which 16,000 are published throughout the last four years. The great
versatility of the technique comes from its simplicity and flexibility, scalability in both space and time,
the fact that it is non-intrusive and that it produces deformation fields. Furthermore, the deformation
fields can be generated as Lagrangian fields (typically used in DIC) or Eulerian fields (common in
PIV), depending on which images that are compared. In general, the technique requires a unique
feature to be present in the plane considered. In the absence of natural features, a pattern needs to be
added, usually using spray (DIC) or by adding small particles to a flow (PIV). The general approach
is then to follow the features in between successive frames using a model of the deformation field,
which most often is performed locally involving a limited number of pixels, but global approaches
have been demonstrated [6]. At the core of this calculation is a numerical optimization routine whose
underlying function most often is defined as an intensity cross-covariance or as a sum of squared
intensity differences. The performance of the two approaches differs only in details. It has been
shown that the random error in the deformation calculation roughly scales with average feature size,
subimage width and correlation value [12]. The quotient between subimage width and feature size
defines in principle the number of independent contributions to the correlation and relates also to
the reliability of the calculation. In addition, the feature size defines the curvature of the correlation
peak and hence its susceptibility to random noise. The amount of random noise is specified by the
correlation value. For a laser speckle pattern, the decay of the correlation value is almost completely
dominated by speckle decorrelation, while for a white-light pattern algorithm dependent features such

Appl. Sci. 2019, 9, 2127; doi:10.3390/app9102127 www.mdpi.com/journal/applsci166



Appl. Sci. 2019, 9, 2127

as precision in interpolation becomes important. This is the reason feature sizes slightly larger than the
sampling limit often are preferred with these patterns.

Calculated image gradients are used frequently in DIC algorithms as a means of interpolation
and as an aid to improve the performance of the optimization routine. Neggers et al. has recently
published an extensive review of current algorithms using image gradients for DIC calculations [13].
The conclusions were that image gradients speed up search algorithms considerably and the most
effective gradient vector is formulated from a weighted blend of image gradients from both images.
However, these image gradients are used to speed up the search for the most probable set of correlation
parameters. The underlying function is still an intensity correlation. On the other hand, feature
detection based on image gradients are frequently used in computer-vision applications. For example
O’Callaghan and Haga has published a paper on the use of a normalized gradient correlation function
for detection of changes in a video stream [14]. The motivation for the use of gradient correlation in their
application was mainly that the detection becomes more robust against varying background intensity.
Such correlation functions have to my knowledge not yet been explored in connection with DIC.

The purpose of this paper is to investigate the performance of correlation functions based on
derivatives of intensity images as a function of feature size and image degradation. Three fundamental
normalized correlation functions are formulated based on intensity, intensity gradients, and intensity
Hessian, respectively. From these an additional four correlation functions can be constructed as a
combination of the three fundamental ones. These functions are then evaluated using simulations and
experiments using laser speckles. The different correlation functions are introduced and discussed
in Section 2. The set of evaluations are introduced and presented in Section 3 where the simulations
are detailed in Section 3.1 and the experiments in Section 3.2, respectively. The paper ends with a
discussion and some concluding remarks.

2. Theory

Consider two images I1(x1) and I2(x2) registered at the two time instances t1 and t2, respectively,
containing approximately the same features. The images are assumed sampled on an [M, N] sized
grid with pixel pitch [py, px] in row and column directions, respectively. It is assumed that the
motions of the features between the two images are small wherefore local information can be used
to estimate local motion. Apart from the intensities it is assumed that the gradient vector Gi(xi)

and the Hessian matrix Hi(xi) may be generated in each pixel, where i = 1, 2 for each of the images
respectively. These additional fields are generated from application of the in-plane gradient column
vector ∇⊥ = (∂/∂x, ∂/∂y)t as Gi(xi) = ∇⊥ I(xi) and Hi(xi) = ∇⊥ I(xi)∇t

⊥, respectively. Associated
with each pixel are therefore an intensity value, an intensity gradient vector, and an intensity Hessian
matrix, respectively.

Figure 1 shows as a cropped example the intensity, the magnitude of the gradient vector and
the determinant of the Hessian, respectively, of a laser speckle image. It is obvious that these three
images contain different information and that they will perform differently in a correlation calculation.
While the intensity image presents the distribution in intensity, the gradient image shows where
the intensity changes most rapid. In regions with zero image gradient, the intensity correlation
is essentially insensitive. The gradient image therefore dictates with what precision the intensity
correlation function can be positioned. In addition, the Hessian matrix shows regions with a large
intensity curvature. As the determinant can take on negative values, the background appears grayish,
but regions close to speckle peaks light up. It is obvious that these peaks appear at the same positions
as speckle maxima, but that they are locally more confined. Given these images, two continuous
approximations of the intensity distributions can be formed using a nine-node quadratic Hermitian
Finite Element. The intensity information in each node is taken from the intensity images and the
gradient information required along the edges of the element is taken from the gradient and Hessian
matrices, respectively. This approximation allows for a continuous description of image values, image
gradients, and image curvatures, respectively, that is used throughout the remaining part of this paper.
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Figure 1. Images generated from the acquired set of intensity values. The upper left image shows the
intensity distribution, the upper right image shows the magnitude of the calculated gradient vector,
and the lower left image shows the determinant of the calculated Hessian matrix.

An intensity correlation is usually expressed as,

CI(Δx) =
∑ i1(x1 + Δx)i2(x2)√
∑ i21(x1 + Δx)∑ i22(x2)

, (1)

where i = I− < I > is the zero-mean intensity image, x1 and x2 are coordinates associated with the
first and second image, respectively, and the summation is taken over all image points considered.
The correlation variable, Δx, contains all translations and translation gradients considered in the
correlation. The general procedure in image correlation is to pick out a subimage of size m × n
pixels from I1 and search in I2 for the set Δxmax of Δx that maximizes the correlation value CI(Δx) in
Equation (1). The two translation components [u, v] of Δxmax are then taken as an estimate of the local
displacement vector in the region of the chosen subimage. A displacement field is generated from
repetition of the procedure for a multitude of different subimages. The random error, e, with which
[u, v] can be determined has been shown to vary as [12],

e = k
S2

M

√
1 − γ

γ
, (2)

where k is an algorithm dependent constant of order unity, S is the average feature size, M = [m, n] is
the correlation window width and γ is the intensity correlation value. The quotient M/S defines in
principle the number of independent contributions to the correlation and relates also to the reliability
of the calculation while the additional S defines the curvature of the correlation peak and hence its
susceptibility to random noise. The amount of random noise is specified by the correlation value γ.

As with Equation (1), a gradient correlation may be expressed as,

CG(Δx) =
∑ G1(x1 + Δx) · G2(x2)√

∑ |G1(x1 + Δx)|2 ∑ |G2(x2)|2
, (3)
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where G = ∂I/∂xx̂ + ∂I/∂yŷ is the local image gradient vector, and x̂ and ŷ are orthogonal coordinate
axes, respectively. Finally, a Hessian correlation function may be formulated as,

CH(Δx) =
∑ [v11(x1 + Δx) · v21(x2) + v12(x1 + Δx) · v22(x2)]√

∑ [|v11|2 + |v12|2]∑ [|v21|2 + |v22|2]
, (4)

where in the denominator special reference to x1 + Δx and x2 are omitted for ease of reading.
In Equation (4), v11 and v12 are the two orthogonal principal vectors associated with the local intensity
Hessian of image I1. The corresponding vectors for I2 are expressed as v21 and v22, respectively.

The three correlation functions in Equations (1), (3) and (4) are all normalized between
[−1, 1]; however, their correlation features differ significantly. For example, as both the gradient
correlation and the Hessian correlation involves vectors they are expected to drop off more quickly
to a change in feature structure. Because of the normalization, the three correlation functions in
Equations (1), (3) and (4) can be combined to produce the additional four correlation functions:

CIG(Δx) = CI(Δx)CG(Δx), (5)

CIH(Δx) = CI(Δx)CH(Δx), (6)

CGH(Δx) = CG(Δx)CH(Δx), (7)

CIGH(Δx) = CI(Δx)CG(Δx)CH(Δx). (8)

Hence, in total seven different correlation functions can be used to estimate the local deformation
between the two set of images. Under what conditions either of them is preferable is investigated in
the coming sections.

Figure 2 shows a comparison of the correlation properties between the seven correlation functions.
The left image shows the width of the auto-correlation functions produced by setting I2 = I1 in
Equations (1) and (3)–(8), respectively, as a function of displacement Δx = u. It is seen that all
additional correlation functions are narrower and more well-defined than the intensity correlation.
In particular all correlation functions that include the Hessian matrix have a significantly sharper
peak. One may also notice that all mixed correlation functions are essentially free from ringing,
which indicates that the background fluctuations generated from the three images are uncorrelated.
The right image shows the drop-off in correlation as a response to an intensity decorrelation between
the two images considered. These results were produced from simulated images with speckle diameter
of five pixels and a 64 × 64 pixels correlation window was used. Details are found in Section 3.1.
It is seen in the right image of Figure 2 that the drop-off for the additional correlation functions are
significantly quicker as compared to the intensity correlation. In particular, the functions that includes
the Hessian correlation drops off fast. Whether this is a positive feature will be investigated in coming
sections. In one respect, it is this feature that provides the sharp correlation peaks in the left image.
However, a high sensitivity to small changes may also make the function unreliable.
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Figure 2. Sensitivity of the different correlation functions. The left image shows the width of the
different auto-correlation functions as a function of displacement. The right image shows the decrease
in maximum correlation value as a function of intensity correlation value. These results are generated
according to the theory in Sections 2 and 3.1, respectively.

3. Evaluation of Correlation Bases

The different correlation functions described in Section 2 are evaluated using simulations and are
demonstrated on real images using laser speckles. In the simulations, the average speckle size is varied
between three and seven pixels, and the speckle motion can vary randomly between −5 and 5 in both
orthogonal directions, respectively. Simultaneously, the speckle correlation is varied between unity
and 0.7. In all simulations the correlation window was chosen to be 32× 32 pixels and 225 independent
windows are evaluated for each set of parameters. The reason for ignoring the effect of the correlation
window size on the performance of the different correlation functions is that according to Equation (2)
the important parameter to consider is the quotient M/S. Hence, it is sufficient to vary only the
speckle size to capture the general behavior of the different correlation functions. The experiments
were performed using laser speckles whose sizes were controlled by the objective aperture. In contrast
to painted speckles, laser speckles are generated from random interference on the detector and do not
exist on the object surface. Their extension thus depends on the numerical aperture of the imaging
and on the wavelength of the laser [15]. In addition, for a well-focused system they will appear to
follow the movement of the surface [16]. A set of ten rigid body translations were performed for each
setting and the motion between the acquired images were analyzed in 225 independent regions with a
correlation window size of 32× 32 pixels using each of the described correlation functions, respectively.
Details are provided in the subsections below.

3.1. Simulations

The simulations are performed on computer generated laser speckle image pairs in accordance
with the procedure described by Sjödahl and Benckert [17]. Consider an N × N matrix A filled with
random complex numbers were the real and imaginary parts are independently picked from a normal
distribution. In all simulations N = 1024. The matrix A is taken to represent the exit pupil plane of a
general imaging system. A quadratic aperture W of width w = �N/S� pixels is placed centrally in the
matrix, were S is the speckle size in pixels on the detector and �·� rounds down to the nearest integer.
The reference speckle pattern I1 is then generated as,

u1(sx, sy) = W(sx, sy)A(sx, sy) −→ I1(x, y) = |FT[u1(sx, sy)]|2, (9)

where FT performs a 2D Fourier transform and (sx, sy) are spatial frequency components spanning
the domain [−1/2, 1/2 − 1/N] in both orthogonal directions, respectively. The deformed pattern I2 is
generated as,

u2(sx, sy) = W(sx, sy)A(sx − d, sy) exp[2πi(usx + vsy)] −→ I2(x, y) = |FT[u2(sx, sy)]|2, (10)
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where d = �w(1 −√
γ)� represents a shift of the exit pupil coherence cells between the two recordings,

γ is the intensity correlation value generated and u = [u, v] is the image plane speckle movement.
In this way, speckle pattern pairs with a defined speckle size, S, relative motion, u, and a defined
intensity correlation, γ, can be generated. Mean deformation, standard deviation of the deformation
magnitude, mean correlation value, and reliability are calculated for each of the speckle image pairs
generated and for each of the seven correlation base functions. A single deformation estimate is in this
case considered reliable if the estimate is within ±1 pixel from the correct value. The results from the
simulations are shown in Figure 3.

Figure 3. Results from the simulation. The plots show, row-wise, random errors from the different
types of correlation functions defined by Equations (1) and (3)–(8) as a function of intensity correlation
value for speckle sizes S = 3, 4, 5, 6, and 7 pixels, respectively. The lower right plot shows the reliability
of the evaluations as a function of intensity correlation.

3.2. Experiments

The experimental set-up is sketched in Figure 4. The set-up consists of a 10 mW continuous
wave He-Ne laser (632.8 nm wavelength) as illumination source, a white-painted aluminum plate,
an f = 55 mm Mikro-Nikkor objective and a monochrome Dalsa nano camera (3.5 μm pixel size,
resolution 2056 × 2464 pixels). The magnification was m = 0.9 which translates into 3.9 μm/pixel
in object coordinates. One acquired speckle image with aperture setting f /32 is seen to the
right in Figure 4. The experiments were performed with aperture settings [ f /22, f /16, f /11, f /8],
which resulted in average speckle sizes [7.6, 5.5, 3.8, 2.7] pixels, respectively. Ten consecutive
in-plane translations are performed using a fine-pitch micrometer. Each incremental translation
was approximately 2.5 μm, which translates into approximately 0.65 pixels on the detector. The total
translation between the first and last image is therefore approximately 25 μm, which translates
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into 6.5 pixels in detector coordinates. The result from the experiment is summarized in Figure 5.
The reliability was unity for each of the analyzed image pairs, and is not presented separately.

Figure 4. Sketch of the experimental set-up. The set-up consists of a 10 mW He-Ne laser, a monochrome
camera from Dalsa equipped with a mikro-Nikkor camera objective with focal length f = 55 mm, and
a white aluminum plate that can be translated in-plane using a fine-pitch micrometer. The right part of
the figure displays one of the acquired speckle images. This image is acquired with an aperture setting
of f /32.

Figure 5. Random error in displacement as a function of speckle motion using different aperture
numbers and analyzed using the seven different correlation functions. All results for the same aperture
setting are lumped together.

4. Discussion and Conclusions

The structure highlighted in the three images in Figure 1 shows the different features that
contributes to the different types of correlation functions defined by Equations (1), (3) and (4),
respectively. These features are also responsible for the different shapes and drop-offs of the correlation
functions shown in Figure 2. It is seen that out of the fundamental correlation functions, both the
gradient correlation and to a greater extent the Hessian correlation produces a narrower and more
well-defined peak and drops off more rapidly in response to feature degradations. With reference to
the general behavior of correlation functions, these two effects should have contradictory effects on the
accuracy of the deformation calculation [12]. The sharper peak should make the peak position more
well-defined. The decrease in correlation value will on the other hand increase noise. The combined
correlation functions show up a similar behavior with the most well-defined correlation peak produced
by the multiplication of all three fundamental correlation functions. This is also the correlation function
that drops off most rapid. One can also notice that this combined correlation function is basically free
from higher order ringing, which indicates that the three fundamental correlation functions basically
are uncorrelated.
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A few interesting observations emerge from the results shown in Figure 3. For the high correlation
values, the random errors always show up in the same order with the mixed correlation values the
lowest. The difference between the best performing correlation function, which is the combination
of all three fundamental functions, and the pure intensity correlation function is roughly a factor of
two. The fundamental Hessian correlation performs constantly the worst, which is not surprising as
the intensity Hessian is most susceptible to image noise. This disadvantage seems to be cancelled by
multiplication with the other, more noise tolerant, correlation functions enhancing its advantage of
being sharp. In fact, all mixed correlations involving the Hessian correlation performs well. One can
also notice that the intensity correlation follows the general behavior

√
(1 − γ)/γ, where γ is the

intensity correlation value for all speckle sizes, while the other correlation functions do not. In fact,
for the smallest speckle sizes the mixed correlation functions involving the Hessian correlation seem
to be more robust to decorrelation and show up an opposite curvature as compared with the pure
intensity correlation. This effect seems to be valid up to a correlation of roughly 0.85 where these
functions turns up and approach the other functions. At this point the combined correlation function
is approximately three times more accurate as compared to the pure intensity correlation. This effect is
not as pronounced for larger speckle sizes and for speckle sizes in the range 5–7 pixels all correlation
functions perform approximately the same. By this one can notice two things. Firstly, for small speckle
sizes both the gradient image and the Hessian image becomes more pronounced and will dominate in
areas where they generate large numbers. Hence, their positive feature of being sharp is pronounced.
As the features grow larger their relative weight decrease. An additional positive effect of this is
for images that contain sharp edges. Such images are notoriously tricky to analyze using traditional
intensity correlation, but with the combined correlations the gradient and Hessian correlations will act
as filters, which actually is the motivation for the gradient correlation introduced by O’Callaghan and
Haga [14]. Secondly, as the relative weight of the gradient and Hessian correlations decrease all three
correlation functions behave approximately Gaussian and their combined effect will follow the same
general trend. In addition, as they are uncorrelated their combined effect will also be Gaussian, and
one gains very little to combine them. In conclusions therefore, combinations that include gradient
and Hessian correlations contribute positively for sharp and dense patterns, but their positive effect
decrease rapidly for larger features.

The reliability presented in the lower right corner of Figure 3 shows a dramatic behavior on
speckle size and correlation value. It is seen that the reliability is always unity for highly correlated
patterns for all speckle sizes and for all correlation functions. As the correlation drops the reliability
starts to drop, in particular for the larger speckle sizes. As a matter of fact, the reliability drops to
as low as 0.6 for a speckle size of 7 pixels and a correlation value of 0.7. The significant drop-off in
reliability for the larger speckle sizes shown in Figure 3 is to a large extent associated with the pure
Hessian correlation and to some extent the combined gradient and Hessian correlation. All other
correlation functions are unaffected. The susceptibility of these two correlation functions comes from
the magnification of noise caused by numerical differentiation in combination with a small sample
size characterized by the quotient N/S, where in this case N = 32 and S is the speckle size. A larger
correlation window would significantly improve the reliability. As a matter of fact, it is recommended
to keep the quotient N/S above ten for reliable results in low-correlation images [12]. The reliability is
therefore considered manageable for all relevant correlation functions considered.

The speckle image shown in Figure 4 shows a typical feature often encountered in practice, that
of an uneven illumination. Uneven illumination is often difficult to circumvent as the intensity profile
of most illumination sources is uneven. A TEM00 laser, for example, has a Gaussian beam profile.
Unless compensated for, uneven illumination will bias the displacement estimate towards the brighter
regions [12]. However not explicitly tested, one can speculate that the gradient and Hessian correlation
functions would help to prevent this unwanted effect. In this investigation, however, no significant
bias was noted.
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The pattern shown in Figure 4 is a laser speckle pattern. A laser speckle pattern has the unique
quality of providing a random pattern defined by the full spatial bandwidth of the field with unit
contrast. Hence, the feature size of the pattern can be controlled by choosing an aperture size optimum
for the resolution of the detector. The great disadvantage with laser speckles is that they decorrelate
in response to any change in the optical set-up [16], an effect that has prevented widespread use
of laser speckles in experimental mechanics. This effect is even more pronounced for the small
numerical apertures used with former digital detectors. Modern lines of digital detectors can however
be purchased with as small pixels as 1 μm, which considerably opens up applications with laser
speckles in experimental mechanics because of their ease of use. Figure 5 shows the results from
application of the seven different correlation functions using the lens f−numbers f /22, f /16, f /11,
and f /8, respectively. A dramatic dependence on lens f−number is seen for all correlation functions,
in fact significantly more dramatic than any effect caused by the correlation functions themselves.
For example, comparing the final deformation step for f /22 with the f /8 the random error is 0.73
with an intensity correlation value of 0.72 as compared with 0.02–0.04 and 0.90 for the larger aperture.
This dramatic effect is caused by the double effect of enlarging the speckle size and enlarging the
speckle decorrelation. In comparing the performance of the different algorithms for the same aperture
settings the same trends as shown in Figure 3 are found. The random errors for the smaller speckle
sizes and larger correlation values are about a factor of two smaller for the combined correlation
functions as compared with the pure intensity correlation. The function combining all three pure
correlations performs the best and the pure Hessian correlation the worst. The effect decreases for the
larger speckle sizes and for lower correlation values. Finally, it was noted that the reliability turned out
to be close to unity for all analyzed images with all correlation functions in contrast to the reliability of
the simulated patterns. The reason for this discrepancy is however unknown.

In conclusion, the performance of seven different correlation functions applied in DIC have been
investigated using simulated and experimentally acquired laser speckle patterns. The correlation
functions were constructed as combinations of the pure intensity correlation function, the gradient
correlation function and the Hessian correlation function, respectively. It was found that the correlation
function that was constructed as the product of all three pure correlation functions performed best
for the small speckle sizes and large correlation values, respectively, but that the difference between
the different functions disappeared as the speckle size increase and the correlation value drops. On
average the random error of the combined correlation function was half that of the traditional intensity
correlation function within the optimum region. It was also found that for the small speckle sizes, all
combined correlation functions involving the Hessian correlation function appear to be more robust
against speckle decorrelation down to correlation values of roughly 0.85. The reason for this has not
been investigated in detail but a good guess is that the more well-defined peak provided by the Hessian
correlation makes its position more defined and less susceptible to noise. This effect disappears for
smaller correlation values and for larger speckles. In addition, the monumental dependence of the
imaging f−number on the accuracy of DIC using laser speckles is demonstrated experimentally. This
dependence appears for all seven correlation functions and practically dominates the performance of
the calculations. While the difference between the most optimum correlation function and the worst
is in the order of three, the difference between results using different image apertures may be five
times as large. Modern digital detectors with pixel sizes in the order of μm may therefore open up for
a renaissance of laser speckles in experimental mechanics, in particular in situations where a good
random pattern is difficult to apply.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Sutton, M.; Wolters, W.; Peters, W.; Ranson, W.; McNeill, S. Determination of displacements using an
improved digital correlation method. Image Vis. Comput. 1983, 1, 133–139. [CrossRef]

174



Appl. Sci. 2019, 9, 2127

2. Bruck, H.; McNeill, S.; Sutton, M.; Peters, W. Digital image correlation using Newton-Raphson method of
partial differential correction. Exp. Mech. 1989, 29, 261–267. [CrossRef]

3. Willert, C.; Gharib, M. Digital particle image velocimetry. Exp. Fluids 1991, 10, 181–193. [CrossRef]
4. Sjödahl, M. Electronic speckle photography: Increased accuracy by nonintegral pixel shifting. Appl. Opt.

1994, 33, 6667–6673. [CrossRef] [PubMed]
5. Hild, F.; Roux, S. Digital image correlation: From displacement measurement to identification of elastic

properties—A review. Strain 2006, 42, 69–80. [CrossRef]
6. Hild, F.; Roux, S. Comparison of local and global approaches to digital image correlation. Exp. Mech. 2012,

52, 1503–1519. [CrossRef]
7. Holenstein, C.; Lendi, C.; Wili, N.; Snedeker, J. Simulation and evaluation of 3D traction force microscopy.

Comput. Methods Biomech. Biomed. Eng. 2019. [CrossRef] [PubMed]
8. Alhaddad, M.; Dewhirst, M.; Soga, K.; Divriendt, M. A new photogrammetric system for high-precision

monitoring of tunnel deformations. Proc. Inst. Civ.-Eng.-Transp. 2019, 172, 81–93. [CrossRef]
9. Sjöberg, T.; Kajberg, J.; Oldenburg, M. Calibration and validation of three fracture criteria for alloy 718

subjected to high strain rates and elevated temperatures. Eur. J. Mech. A/Solids 2018, 71, 34–50. [CrossRef]
10. Castillo, E.; Allen, T.; Henry, R.; Griffith, M.; Ingham, J. Digital image correlation (DIC) for measurement

of strains and displacements in coarse, low volume-fraction FRP composites used in civil infrastructure.
Compos. Struct. 2019, 212, 43–57. [CrossRef]

11. Mouheb, N.; Montillet, A.; Solliec, C.; Havlica, J.; Legentilhomme, P.; Comiti, J.; Tihon, J. Flow
characterization in T-shaped and cross-shaped micromixers. Microfluid. Nanofluid 2011, 10, 1185–1197.
[CrossRef]

12. Sjödahl, M. Accuracy in electronic speckle photography. Appl. Opt. 1997, 36, 2875–2885. [CrossRef]
[PubMed]

13. Neggers, J.; Blaysat, B.; Hoefnagels, J.; Geers, M. On image gradients in digital image correlation. Int. J.
Numer. Meth. Eng. 2016, 105, 243–260. [CrossRef]

14. O’Callaghan, R.; Haga, T. Robust Change-Detection by Normalised Gradient-Correlation. In Proceedings
of the 2007 IEEE Conference on Computer Vision and Pattern Recognition, Minneapolis, MN, USA,
17–22 June 2007.

15. Goodman, J.W. Statistical properties of laser speckle patterns. In Laser Speckle and Related Phenomena;
Dainty, J.C., Ed.; Springer: Berlin, Germany, 1975; pp. 9–75.

16. Yamaguchi, I. Speckle displacement and decorrelation in the diffraction and image fields for small object
deformation. Opt. Acta 1981, 28, 1359–1376. [CrossRef]

17. Sjödahl, M.; Benckert, L. Electronic speckle photography: Analysis of an algorithm giving the displacement
with subpixel accuracy. Appl. Opt. 1993, 32, 2278–2284. [CrossRef] [PubMed]

c© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

175



applied  
sciences

Article

Image Classification for Automated Image
Cross-Correlation Applications in the Geosciences

Niccolò Dematteis, Daniele Giordan * and Paolo Allasia

Research Institute for Hydrogeological Protection, National Council of Research of Italy, 10135 Turin, Italy;
niccolo.dematteis@irpi.cnr.it (N.D.); paolo.allasia@irpi.cnr.it (P.A.)
* Correspondence: daniele.giordan@irpi.cnr.it

Received: 1 April 2019; Accepted: 4 June 2019; Published: 8 June 2019

Featured Application: This study proposes a method that enables the automatic application of

image cross-correlation when monitoring any displacements in the geosciences. As such, it solves

one of the main current image processing issues: The requirement of manual image selection.

The method reduces the need for extensive financial and human resources when conducting

surveys, and it can be applied in a preventive warning context.

Abstract: In Earth Science, image cross-correlation (ICC) can be used to identify the evolution of active
processes. However, this technology can be ineffective, because it is sometimes difficult to visualize
certain phenomena, and surface roughness can cause shadows. In such instances, manual image
selection is required to select images that are suitably illuminated, and in which visibility is adequate.
This impedes the development of an autonomous system applied to ICC in monitoring applications.
In this paper, the uncertainty introduced by the presence of shadows is quantitatively analysed,
and a method suitable for ICC applications is proposed: The method automatically selects images,
and is based on a supervised classification of images using the support vector machine. According
to visual and illumination conditions, the images are divided into three classes: (i) No visibility,
(ii) direct illumination and (iii) diffuse illumination. Images belonging to the diffuse illumination class
are used in cross-correlation processing. Finally, an operative procedure is presented for applying the
automated ICC processing chain in geoscience monitoring applications.

Keywords: image cross-correlation; monitoring; geosciences; automated systems; machine learning;
image classification; image shadowing

1. Introduction

Image cross-correlation (ICC) is a well-known methodology used in the geoscience field to
measure earth surface dynamics and deformation phenomena [1–4]. Ground-based ICC applications
enable observations of relatively fast natural processes at a medium range and at a high spatiotemporal
resolution. In addition, the low costs, minimal equipment required to conduct photographic surveys
and the certain degree of automation used in data processing, make ground-based ICC applications
valuable tools for use in monitoring phenomena, even in harsh environments [3]. The adoption of
an automated procedure for processing monitoring data allows high-frequency-updated results to be
obtained without the need for continuous human supervision, and can be applied in early warning
system applications, thereby reducing human and economic costs [5]. Different automatic approaches
used to collect and process monitoring data have been reported in literature, such as those for the
inclinometer [6], total station [7,8], ground-based SAR [9] and integrated systems [10].

However, the major limitation of the technology used in the ICC approach for natural phenomena
monitoring, is its dependence on visual conditions, since adequate illumination (i.e., sunlight) and
a complete view of the scene (i.e., clear sky) are required. This prevents an automated ICC procedure
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being applied in near-real-time that could be used for warning purposes, as a human intervention to
selecting suitable images is required. In addition, the presence of shadows formed by the interaction
between direct illumination and surface roughness can cause errors in the cross-correlation (CC)
process, and this problem has often been considered in literature [1,11–16]. The most popular solution
used to avoid such effects is to consider pictures that have a similar visual appearance, and have been
acquired in a similar light (usually in the middle of the day [12,17,18] when the length of shadows is
reduced, due to the higher sun elevation angle). However, Ahn and Box [12], and Giordan et al. [15]
proposed the use of images acquired in conditions of diffuse illumination (such as the evening hours)
when any shadows are minimal or absent. Both of these approaches involve the manual selection of
images, and images with a partial or absent view (caused by fog or the presence of obstacles), and with
non-homogeneous illumination, are thus discarded. In this respect, Gabrieli et al. [14] developed
a method for automatically discarding images taken during adverse meteorological conditions;
this involved analysing the mean and standard deviation of colour values along predefined lines in the
image. Hadhri et al. [19] also automatically identified images containing artefacts, or where vision was
obscured, using a posteriori statistical analysis based on image entropy. Furthermore, Schwalbe and
Maas [16] developed a method for automatically detecting shadowed areas, and then removing them
from the CC computation.

In our work, we describe a method of classifying images according to visible and illumination
conditions that enables the selection of images with diffuse illumination. To correctly classify the images,
we adopted a support vector machine (SVM) approach. This supervised machine learning method was
originally developed by Boser et al. [20] and Cortes and Vapnik [21]; it is a well-known methodology
used in remote sensing and geoscience, and it has been adopted in a wide range of fields and
applications (please, see reviews in [22–25]). In addition, we present the use of completely automated
processing in monitoring active gravitational processes through ICC. The principal innovation relies
on applying autonomous image selection to ICC according to the a posteriori probability that an image
belongs to a certain class of illumination.

2. Methods

The objective of this study was to develop a procedure that conducts image cross-correlation (ICC)
autonomously, and which can be implemented for monitoring geophysical processes. The ICC method
is briefly described in Section 2.1. As already mentioned, one of the main sources of uncertainty in
ICC results relates to the presence of the shadows; therefore, the impact of shadows on the ICC is
analysed here to demonstrate how they negatively affect any results (Section 2.2). With respect to this
inherent problem, a method that autonomously selects images acquired with diffuse illumination is
developed, and to achieve this, a support vector machine (SVM) is trained to distinguish between three
classes of images in accordance with the presenting illumination (Section 2.3). Finally, an operative
and autonomous procedure is designed to conduct ICC, with the aim of being used in geoscience
monitoring applications (Section 2.4).

2.1. Image Cross-Correlation Processing

Digital image correlation (DIC) developed following the advent of performant computer machines
and digital photography in the early 1990s, and has been applied predominantly in fluid dynamics [26,27]
and satellite imagery [1]. The rationale behind DIC is to determine the field of motion using
spatial cross-correlation between corresponding subsets of two images (image cross-correlation,
ICC), where ICC analyses the texture of an image rather than specific recognisable elements (as in
feature tracking methods [28,29]).

ICC can be computed in the spatial domain (direct cross-correlation, DCC) [1,3,26] or in the
frequency domain (phase cross-correlation, PCC) using the discrete Fourier transform (DFT). In the
former case, a subset of the original (master) image slides into a larger interrogation area of the slave
image. In this respect, a two-dimensional (2D) correlation coefficient is computed for each possible
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position, and a map of correlation values is obtained. The coordinates of the element with the maximum
correlation coefficient correspond to the displacement of the slave image in relation to the master.
Although DCC requires high computational costs, it suffers less from decorrelation associated with
motion, because it computes correlations between the same tiles in different positions (the Lagrangian
approach). Conversely, the PCC computes the correlation between master and slave tiles (that are in
the same position) into the image (the Eulerian approach). Therefore, part of the original texture is
removed with respect to motion from the interrogation area, and this causes possible decorrelation.
The PCC is computed through a complex product involving the Fourier transforms of the master
and slave images, and this is equivalent to conducting a spatial cross-correlation in accordance to the
convolution theorem.

In our work, the ICC is operated in the phase domain, as it provides a faster computation [30,31]
process than DCC, but a similar performance [32]. Specifically, we use the two-step computation
method proposed by Guizar-Sicairos et al. [33]. In the first run, the CC is computed with integer
precision, thereby avoiding the zero-padding operation, and the centre of the slave matrix is then
translated according to the shifts obtained. In the second run, the DFT is applied only to a small
subset of the data to obtain subpixel accuracy. This method has the advantage of strongly limiting the
zero-padding operation, thereby reducing the computational costs, and limiting the loss of information
intrinsic in the PCC due to the Eulerian approach used in measurements [16,31].

The processing chain adopted in this study is based upon the approach presented in
Dematteis et al. [34], and can be divided into four steps. First, certain image enhancement operations are
conducted [12–14]. The scene illuminant is computed using principal components analysis (PCA) [35]
and then subtracted from the trichromatic (RGB) image. The removal of the illuminant allows
the reduction of possible low-frequency signals caused by illumination changes that can affect the
computation of the DFT [36]. Subsequently, the image is converted to greyscale, and a sharpen mask is
applied to enhance the details in the image texture. Such an operation aims to reduce any possible
defocusing or blurring effects that are frequent in images acquired with limited illumination; in this
respect, Ahn and Box [12] stated that the application of a sharpen mask can improve the ICC results
in hazy situations. Second, the images are coregistered with respect to a common image to correct
possible misalignments. The CC is computed on an area that is assumed to be stable, and the images are
planarly translated according to the shifts obtained. Third, a sliding window identifies corresponding
tiles on both the master and the slave images; the CC is then computed on the tile couples. Adjacent
windows are overlapped by 50% to improve the robustness of the results. Fourth, outlier removal is
conducted. The usual approaches employed to correct possible outliers rely on heuristic and manual
analysis [15,17], but Ahn and Box [12] identified outliers using cluster analysis during the CC procedure,
and then applied a combined statistic-heuristic method in the post-interrogation phase. In this study,
outlier correction is conducted using the universal outlier detection (UOD) approach [37] as this has the
advantages of being automated, unsupervised, and non-subjective, which are fundamental requisites
for automatic processing.

2.2. Analysis of Shadow Impact in ICC

Shadow lengths that change in relation to the sun’s position during the course of the day
can affect the CC results by producing apparent motion. However, their influence has been rarely
quantified [13,16]. For example, Travelletti et al. [13] observed that changes in illumination can lead to
an average CC offset μ > 1px for images acquired over a time lag of 1–3 h, and also noticed that the
correlation coefficient diminishes at a low sun elevation angle.

In this study, the effects of shadows on the results of the CC are investigated by considering
four groups of images that have different illumination conditions: (i) Diffuse illumination; (ii) direct
illumination in images acquired at the same hour in the day (12:00), when the sun azimuth and
elevation were almost the same; (iii) direct illumination in images taken at different times during the
day (i.e., when the sun was in different positions); and (iv) synthetic images produced from an existing
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digital surface model using a set of shaded reliefs. In the latter, the position of the lighting point was
changed, thereby simulating the motion of the sun during the course of a day.

For each dataset, ICC was conducted for each possible pair of images and 45 CC maps were
produced. The mean and standard deviation of the shifts for each map were then analysed, as these
are associated with measurement accuracy and precision, respectively.

The possibility that a shadow’s presence could have differing effects on the CC results performed
in phase or space domains was investigated, and the same analysis described above was conducted
using both DCC and PCC. Results showed no relevant differences between the two techniques.

2.3. Image Classification

As previously mentioned, using images acquired in conditions that are diffusely illuminated
enables a reduction in the apparent motion caused by changes in shadow shapes in relation to surface
roughness. To this aim, it is fundamental that images are categorized in accordance with their visual
appearance. In this study, three classes of visual and illumination states are considered: (i) Direct
illumination (SunLight), (ii) diffuse illumination (DiffLight), and (iii) blocked or limited view (NoVis).

To identify the class of the images, SVMs are trained based on defining optimal decision
hyper-planes that separate objects belonging to different classes [38]. In addition, the SVM assigns
an a posteriori probability that each image belongs to a particular class. The objects are represented
as vectors in an n-dimensional space, where the axes correspond to specific features that describe
the objects. The elements of vectors represent feature values of each object that will be classified
(for a didactic description of the SVM methods, please see Haykin [39]).

To describe the images, seven different features are identified as follows: (i) The number of RGB
triplets (i.e., the values for R, G, and B bands) (colorNum), where the number of triplets is divided by the
number of pixels in the image. The division is conducted to make the datum comparable for different
image resolutions; (ii–iii) the number of pixels in the range 0–63 (blackNum) and 64–127 (greyNum) of the
intensity histogram, which are determined using an 8-bit colour chart; (iv–v) the mean value of the hue
(hueMean) and saturation (satMean) channels in the HSV colour space; (vi) the value of the maximum
peak in the image intensity histogram (maxPeak), and (vii) the corresponding bin position (posPeak)
(Figure 1). The image intensity (or greyscale) is defined as the mean value of the RGB channels.

We choose features that could be informative about the image appearance, and that were not
correlated among them. Specifically, colorNum should be directly associated with the amount of light
in the image, which enhances the colour contrast, while blackNum and greyNum indicate different
levels of image darkness. hueMean is the average colour shade, and can be related to ambient skylight
(i.e., diffuse illumination) [40], while satMean is high when the colours are vivid, and low when they
tend toward grey. posPeak represents the dominant colour, while maxPeak is the magnitude of the
dominant colour. Figure 1a shows an 8-bit (256 colour bins per RGB channel) NoVis class image.
Only 0.5% of the possible RGB triplets are present, which is evident from the narrow spatial distribution
of the RGB values shown in Figure 1d. The upper portion of the picture has an almost uniform and
grey colour that implies low satMean (Figure 1b); this produces a prominent dark peak (high maxPeak,
low posPeak) (Figure 1e).

To reduce the dimensionality of the decision plane (i.e., to reduce the number of features used to
train the SVM), a Monte Carlo cross-validation is conducted [41,42], with the aim of selecting a group of
features (i.e., the estimator) that minimize misclassification errors. The fundamental of that approach
is to randomly divide the available known data into two groups, one to train the SVM (training
set) and one to evaluate the misclassification error (test set), and the feature selection procedure is
repeated many times. Features are sequentially added to the candidate estimator by selecting the
feature or group of features that minimize the misclassification error (averaged on the multiple iterates).
This procedure guarantees a higher generality of the SVM and enables overfitting to be avoided.

To maintain generality no a priori information on the probability of class occurrence is introduced
during the tuning of the SVM.
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Figure 1. (a) Original 8-bit trichromatic (RGB) image of NoVis class; (b) saturation map; (c) hue map;
(d) 8-bit RGB values, and (e) intensity histogram in which the ordinate value of the black triangle
indicates the maxPeaks and the abscissa value of the white triangle represents posPeaks features. The dark
and light grey areas are blackNum and greyNum features, respectively.

2.4. Automated ICC Procedure

The procedure presented here automatically selects images on which to perform ICC and
obtains displacement maps of geophysical phenomena. This procedure was developed in 2018 and its
effectiveness was tested in the monitoring of the Planpincieux glacier on the Italian side of the Mont
Blanc massif. The processing chain is designed for automatic, continuous, and autonomous monitoring
via ICC in the typical situation of daily acquisitions. The procedure is best suited for surveying natural
phenomena at velocities greater than the common ICC uncertainty, i.e., ∼10−1 px [12,13]. It can thus be
applied to observe relatively fast natural processes such as glacier flows and slope instabilities that are
quite active. Depending on the phenomenon monitored, it is possible to vary the scheduled image
acquisition and processing frequencies.

The procedure is conducted on a daily frequency and it is divided into four independent
subroutines (Figure 2).

(i) Image acquisition. First, the images are acquired at an hourly frequency by the monitoring system
and are then transferred in real time to the data collection section of the operative server.

(ii) Image classification and selection. The images acquired in the current day are classified through
SVM according to the visual and illumination conditions. It is attributed a posteriori probability to
belong to the classes. The results are saved in a list of classified images, and this list is subsequently
browsed to search for the image with the highest probability score to belong to the DiffLight class.
Such an image is labelled as suitable for ICC. If there are no new images, a warning is released
and the process skips to the next subroutine.

(iii) Image coregistration. This subroutine coregisters the new images acquired. A common reference
image is used to coregister all the images and the coregistered images are saved. Such images are
used for ICC and for possible manual vision inspection.
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(iv) Image cross-correlation. The list of images suitable for ICC is browsed to check for possible
new image couples. If identified, the new images are cross-correlated and displacement maps
are computed.

 
Figure 2. Workflow of an automated procedure used in image cross-correlation (ICC) applications.

To evaluate the performance of the automated image selection, we manually classified the images
and selected the images suitable for ICC. On several occasions (i.e., approximately 10% of cases),
manual classification of images was difficult, and there was a certain ambiguity between the classes.
Therefore, three new bivalent classes were introduced relating to images that could be arbitrarily
classified as either SunLight or DiffLight, SunLight or NoVis, and DiffLight or NoVis (respectively SD,
SN, DN).

Moreover, the performances of automated selection through SVM were then compared with other
possible simpler alternatives of automatic criteria. We analysed the cases of selecting images at a fixed
hour of the day: At 12:00 (the SunLight class) and at 18:00 (the DiffLight class). To simulate such
automated selection methods, photos were picked without applying quality control to verify whether
the scene was adequately visible.

3. Dataset

To develop and test the analysis described in Section 2, various dedicated datasets were employed
(Table 1). These comprise images of natural environment sites with heterogeneous geo-hydrological
phenomena in north-western (NW) Italy (Figure 3). The generality of the method was thus strengthened
by using a wide range of images.

Two different datasets comprise images from Monesi village (Liguria region, NW Italy), which is
an Alpine village partially affected by a rotational slide activated during a flood in October 2016.
MNS1 is the shaded relief extracted from a digital surface model (DSM) acquired using a drone and
MNS2 is an RGB dataset acquired using a fixed camera installed on the opposite side of the valley.

The ACC dataset (Piemonte region, NW Italy) comprises a sequence of images acquired by a fixed
camera installed to monitor the evolution of a large bedrock outcrop that has historically been affected
by rock falls. During the monitoring period, there was no evidence of any slope instability activation
in the area studied.
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Table 1. Datasets adopted in the current study. The first column lists the type of analysis employed
using the various datasets. Also presented is the site where images were acquired for each dataset,
the type of environment and image, the number of elements, the image resolution and the symbol
attributed to the dataset.

Analysis Site Environment Image Type # Images
Resolution

[px]
Dataset Symbol

Shadow effect
Monesi Alpine village Shaded relief 10 656 × 875 MNS1
Monesi Rotational landslide RGB 30 3456 × 5184 MNS2_a

Image
classification

Acceglio Bedrock outcrop RGB 278 3456 × 5184 ACC
La Saxe Rockslide RGB 159 3240 × 4320 SAXE1
La Saxe Rockslide RGB 163 1536 × 2048 SAXE2
La Saxe Rockslide RGB 268 3312 × 4416 SAXE3_a
Monesi Rotational landslide RGB 117 3456 × 5184 MNS2_b

Planpincieux Glacier RGB 225 3456 × 5184 PPCX1
Planpincieux Glacier RGB 195 3456 × 5184 PPCX2_a

Automated
ICC procedure

La Saxe Rockslide RGB 139 3312 × 4416 SAXE3_b
Planpincieux Glacier RGB 1549 3456 × 5184 PPCX2_b

Three different datasets comprise images of the Mont de la Saxe rockslide (Valle d’Aosta region,
NW of Italy); this is an active landslide with an estimated volume of 107 m3 that endangers the
underlying village and road, which road provides access to the Mont Blanc tunnel, an important
communication route between Italy and France [5,43–45]. The three different datasets that were acquired
from three different view perspectives for this rockslide are SAXE2 and SAXE3, which were acquired
by cameras positioned outside the area of gravitational instability, and SAXE1, the camera for which
was installed on the rockslide and controlled one of the most active sectors.

SAXE3 is divided into two subsamples: SAXE3_a, which includes pseudo-random images
taken in 2014 and 2015, and SAXE3_b, which is a time-lapse relating to the period 15–30 April 2014,
when activity was pronounced, and a large failure occurred. There are no images included in either
SAXE3_a or SAXE3_b.

The last dataset consists of images of the Planpincieux glacier on the Italian side of the Mont Blanc
massif. The glacier is characterised by relevant kinematics and dynamics; numerous detachments from
the snout have endangered the underlying hamlet of Planpincieux. This glacier has therefore been the
subject of various remote sensing surveys in the recent past [15,34,46]. Two different cameras monitor
the evolution of the glacier: PPCX1 acquires images of the lower part of the glacier while PPCX2
acquires images of the right lower tongue, the most active part of the glacier. The PPCX2 dataset,
like the SAXE3 dataset, is divided into two distinct subsamples: PPCX2_a, which comprises images
acquired during the years 2014–2017; and PPCX2_b, which includes the complete dataset acquired
between 18 May and 3 October 2018. During this period, the automated ICC procedure described in
Section 2.4 was applied in real time and more than 1500 images were collected.

The following text describes and discusses the use of every dataset in the procedures described in
Sections 2.2–2.4.

To evaluate the effect of shadows we conducted two different analyses: (1) A synthetic set of
ten shaded reliefs of a DSM was produced by changing the lighting source position to simulate the
sun’s motion during the day. Shadows cast by obstacles were projected by computing the viewshed
from the light source. Three of the ten shaded reliefs produced are shown in Figure 4a.1–a.3.
(2) Ground-based RGB pictures of the same area acquired in different illumination conditions were
considered. Three groups of ten images were selected that were acquired in (i) diffuse illumination
(Figure 4(b.1)), (ii) direct illumination (Figure 4(b b.2)), and (iii) direct illumination at the same hour
(at 12:00) (Figure 4(b b.3)), so that similar direct illumination was maintained in the photos.
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Figure 3. Locations of sites corresponding to the various datasets adopted. The black circle, square,
and triangle correspond to Monesi di Mendatica, the Acceglio rock face, and the Mont de La Saxe
landslide and Planpincieux glacier, respectively. This image was produced using the Matlab package
borders [47].

An ensemble of seven datasets representing scenes from various natural environments was used
to study the image classification methodology and to ensure that the method could be generalised.
Specifically, datasets ACC, SAXE1, SAXE2, SAXE3_a, MNS2_b, PPCX1 and PPCX2_a were employed,
and samples of images from these datasets acquired in different visual conditions are shown in

Figure 4c1–i3. Each dataset comprises photos belonging to different classes (i.e., acquired in
different illumination and visual conditions), as catalogued during the process described in Section 2.3.
The numbers of images in each class employed from the different datasets are presented in Table 2.

The images included in all the datasets were acquired during different years and seasons.
The results showed that the SVMs classified the images accurately, even when dissimilar environmental
conditions and morphological changes were presented. However, although it is considered that SVM
training by adopting photos taken during specific seasons could improve its performance, this could
result in a loss of generality.

Table 2. Numbers of images belonging to different classes used in each dataset.

Dataset SunLight DiffLight NoVis

A 94 97 87
B 77 45 37
C 53 60 50
D 95 96 77
E 59 31 27
F 75 75 75
G 65 65 65

The last application is automated ICC processing, and this was conducted using two-hourly
time-lapses. The first dataset (PPCX2_b) comprised more than 1500 images, and it was collected
to monitor the activity of the Planpincieux glacier from 18 May to 3 October. During this period,
the automated ICC procedure described in Section 2.4 was applied in real time to monitor the glacier’s
evolution. The second dataset used was SAXE3_b, where 139 images of the Mont de La Saxe landslides
were selected. Table 3 shows the number of images employed from PCCX2_b and SAXE3_b datasets
and their distribution among the different classes (considering also the bivalent classes described in
Section 2.4).
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Figure 4. Examples of images taken from different datasets. Row (a) shows the 1st, 3rd and 7th
shading reliefs with changes in the light source position; (b.2,b.3) were acquired in direct illumination at
different hours of the day; and rows (c–i) show examples of each class from the datasets used in image
classification analysis. The photographs in rows (j,k) were used to develop the automatic procedure.
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Table 3. Number of images manually classified for datasets D1 and G1.

Dataset SunLight DiffLight NoVis SD SN DN

D1 24 78 11 16 0 10
G1 838 386 171 105 15 34

4. Results

A quantitative analysis of how the shadow effects affect the ICC performance is presented in
Section 4.1, and this demonstrates the negative impact of that phenomenon. In Section 4.2, the results
of the Monte Carlo cross-validation are presented, with the aim of determining the best features that
can be used to train the SVMs. Finally, Section 4.3 presents the results of the automatic ICC processing
chain with respect to two operative case studies.

4.1. Shadow Impacts of ICC

The MNS2_a dataset comprises three groups of ten images with different illumination states. As the
acquired scene is fixed, it is valid to assume that any possible change in the results relates principally
to the shadow effect. Figure 5 shows a boxplot of the mean (μ) and standard deviation (σ) of the single
CC maps of each group; these were computed for all possible image couples, and differentiated for
the vertical (y) and horizontal (x) directions. It is evident that the dispersion of the two variables is at
a minimum for the images acquired with diffuse illumination. Moreover, the σ obtained with images
acquired at the same hour and in direct illumination are approximately two and three times greater,
on average, than that obtained for images acquired in diffuse illumination. It is also evident that the μ
of the horizontal component has slightly greater variability, while there are no significant differences
between the two components for the σ.

Figure 5. Boxplots of (a) mean and (b) standard deviation of CC. Subscripts D, 12 and S are as
follows: D represents images acquired respectively with diffuse illumination, 12 denotes images with
direct illumination taken at a fixed hour of the day (i.e., 12:00), and S concerns images taken in direct
illumination with different sun azimuths and elevation angles.

Figure 6 presents the μ and σ of the ICC maps produced using all of the couples of the available
images from the dataset MNS1, where the results are ordered according to the simulated position
of the sun during the day. The results obtained with synthetic shaded relief show that both μ and σ
increase with an increase in the difference between the azimuth and elevation of the sun’s position.
In addition, both values are higher for the horizontal direction, which indicates that the change in the
sun’s azimuth has a greater effect on CC results than the change in elevation.
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Figure 6. Mean and standard deviation of cross-correlation maps for all possible couples of shaded
relief images. The two matrices on the left refer to the horizontal direction and those on the right refer
to the vertical. The elements of the matrices correspond to the couples formed from the ith and jth
images of a sequence of ten images that were ordered to simulate the motion of the sun during the day.

4.2. Cross-Validation and Image Classification

The results of the cross-validation (Table 4) show that the minimum classification curve is achieved
by using three or four features to train the SVMs (Figure 7), where the minimum error obtained ranges
between 0.03% and 7.9% (with a weighted mean of 5.2%). In contrast, greater errors are obtained when
more than four features are employed; this can probably be ascribed to overfitting in the training phase,
as the number of training elements is limited.

Table 4. Order of features identified during cross-validation analysis for each dataset; features in black
are those selected for classification.

Dataset I II III IV V VI VII

ACC colorNum hueMean maxPeak posPeak satMean greyNum blackNum
SAXE1 colorNum posPeak hueMean blackNum maxPeak greyNum satMean
SAXE2 colorNum maxPeak posPeak hueMean greyNum satMean blackNum

SAXE3_a colorNum hueMean greyNum maxPeak satMean posPeak blackNum
MNS2_b colorNum blackNum maxPeak greyNum hueMean satMean posPeak
PPCX1 colorNum hueMean blackNum posPeak satMean greyNum maxPeak

PPCX2_a colorNum posPeak hueMean blackNum maxPeak greyNum satMean

The colorNum is evidently the predominant and most relevant feature in the classification. For each
dataset, it is found to be the most important feature; it alone provides a misclassification error in
the range of 6% to 18%. hueMean is included in the group of relevant features in five of the datasets,
whereas greyNum and satMean are never selected as relevant features. However, the features required
for a proper training of the SVM differ between the datasets, and it is thus necessary to train a dedicated
SVM for each specific scene.

For the MNS2_b dataset, a local minimum is achieved with only two features, while the absolute
maximum is obtained with four features. Considering that this dataset comprises a limited number of
images, training the SVM with two features is probably the best solution to avoid overfitting.
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It is also worth noting that to select the minimum number of features, it may be a good criterion
to use the features up to where the error curve decreases by less than 0.5% when one more feature is
added. Using this approach, two or three features would be sufficient, depending on the dataset.

Figure 7. Error curves (expressed as fraction of misclassification) obtained from cross-validation of the
support vector machine (SVM) training. The minimum was always reached by employing three or
four features.

Figure 8 shows an example of image classification using the two of the most relevant features
obtained from the cross-validation (Table 4), to illustrate the migration of feature values among the
different visual conditions. From the graph, it can be seen how colorNum increases from the NoVis,
DiffLight and SunLight classes (which is expected) while hueMean of the SunLight class is lower.

 
Figure 8. Image classification of PPCX_1 images using the two principal features hueMean and
colorNum. The regions delimit the areas where new elements within are classified as belonging to the
corresponding class.
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4.3. Automated ICC Procedure

To evaluate the results of the automated ICC procedure, image classification and selection
performances were analysed. Table 5 shows the results of automatic classification. In the case of
images belonging to the bivalent class, an image was considered to be correctly classified if it was
classified into one of the two classes that had been identified manually. Results therefore show that the
classification error for dataset SAXE3_b is 4.3%, while the selection error is 0%. For dataset PPCX2_b,
the misclassification is 7.7%, while the error in determining whether the correct image should be
included in the ICC processing is 13%. For both datasets, the classification error is comparable with the
value obtained during the cross-validation analysis. However, the selection error is related more to the
occurrence of DiffLight false positives, which are higher in dataset PPCX2_b but considerably lower
in SAXE3_b.

Table 5. Results of automatic classification and selection for datasets SAXE3_b and PPCX2_b. The
number of images for each class are reported and correspond to exact, bivalent and erroneous
classification. The percentage of correctly classified images is shown in the row below (in relation to the
sum of exact and bivalent classifications). The two columns on the right show the percentage overall
classification error and selection error, respectively.

Dataset SunLight NoVis DiffLight Classification Error Selection Error

SAXE3_b 22 2 4 11 2 0 74 22 2 4.3% 0%
86% 100% 98%

PPCX2_b 781 45 52 166 23 26 335 79 42 7.7% 13%
94% 88% 91%

We also compared the ICC results obtained with automatic images selection through SVM, and the
results of the automatic image selection using images selected at fixed hours, in conditions of direct
and diffuse illumination. The correlation and mean absolute error (MAE) were computed with respect
to results obtained using the manual selection of images (Table 6). The comparison was conducted
pixel-by-pixel; therefore, more than 2·105 and 5·105 elements were considered for datasets SAXE3_b
and PPCX2_b, respectively.

Table 6. Correlation ρ and MAE of two dimensions for dataset D1.

Dataset Method ρx MAEx[px] ρy MAEy[px]

SAXE3_b
SVM 0.69 0.18 0.84 0.24

SunLight 0.12 1.30 0.19 1.44
DiffLight 0.38 0.44 0.69 0.57

PPCX2_b
SVM 0.31 0.34 0.71 0.51

SunLight 0.02 1.78 0.14 2.21
DiffLight 0.08 1.71 0.22 1.97

The results obtained with SVM selection show much higher correspondence with ICC results than
the other two methods. Two principal factors provided lower performances in the other two selection
methods: (1) As the state of view of the images was not controlled, it was possible to include images
with obscured or partial views in the number of images that were processed; (2) the images with direct
illumination suffered from the negative effects of shadows; therefore, any results for images with direct
illumination are of a lower quality.

Furthermore, the correlation along the vertical direction was higher than that along the horizontal
direction. As previously observed in the synthetic image analysis, the incidence of the sun’s azimuth
angle is greater because its value varies more than the sun’s elevation, which influences the vertical
direction. The MAEs of the vertical direction were thus greater because the values of displacement of
these dimensions were greater.
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Furthermore, a rather low correlation was noted between the horizontal direction of the images
selected through SVM and those selected manually for the PPCX2_b dataset. An analysis of the absolute
mean horizontal displacement value (Table 7) showed that this quantity was lower than the uncertainty.
Therefore, the low correlation coefficient was likely due to the low signal-to-noise ratio.

Table 7. Mean absolute velocity and uncertainty δ of the two motion directions for two considered
datasets; data are expressed in pixels.

Dataset |Vx| |Vy| δx δy

SAXE3_b 0.39 0.83 0.10 0.09
PPCX2_b 0.26 1.79 0.33 0.44

5. Conclusions

This study quantitatively analyses the disturbing effect caused by the shape and length of shadows
on the results of image cross-correlation (ICC). First, the impact of shadows on the development of
an automatized procedure for the selection of images was determined, and it was demonstrated that
adopting images acquired in conditions of diffuse illumination enables the shadow-related uncertainty
to be minimized. Therefore, a possible solution was developed to ensure that the images selected were
taken in diffuse illumination.

A method for automatically classifying the images according to the illumination appearance
was then proposed. Considering photos taken of various natural environments (e.g., landslides,
glaciers, rock faces), SVMs were trained using different features that were representative of the photo’s
appearance. Of these, the number of RGB triplets was found to be the most significant feature used
to discriminate between the classes. Training the SVMs with two or three features was sufficient for
achieving an average misclassification error of 5.5%.

The processing chain used to automatically select images suitable for ICC application,
which includes the abovementioned classification method, is also described herein. The application of
the method was applied during a survey campaign in 2018 to monitor the activity of the Planpincieux
glacier for civil protection purposes, and the results showed that a high correspondence was obtained
with results obtained using images selected manually. The same experiment was then conducted using
time-lapse photos acquired for the Mont de La Saxe landslide.

These results show the possibility of developing a monitoring system based on ICC that
automatically selects and processes the pictures acquired. The use of image sequence analysis enables
financial and human resources to be reduced in monitoring active geo-hydrological instabilities.
The development of an automatic solution is a valuable tool for use in developing an autonomous
monitoring system that supplies daily updates.
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Abstract: Advanced polymeric composites are increasingly used in high-performance aircraft
structures to reduce weight and improve efficiency. However, a major challenge delaying
the implementation of the advanced composites is the lack of accurate methods for material
characterization. Accurate measurement of three-dimensional mechanical properties of composites,
stress–strain response, strength, fatigue, and toughness properties, is essential in the development
of validated analysis techniques accelerating design and certification of composite structures.
In particular, accurate measurement of the through-thickness constitutive properties and interlaminar
tensile (ILT) strength is needed to capture delamination failure, which is one of the primary failure
modes in composite aircraft structures. A major technical challenge to accurate measurement of
ILT properties is their strong sensitivity to manufacturing defects that often leads to unacceptable
scatter in standard test results. Unacceptable failure mode in standard test methods is another
common obstacle to accurate ILT strength measurement. Characterization methods based on
non-contact full-field measurement of deformation have emerged as attractive alternative techniques
allowing more flexibility in test configuration to address some of the limitations inherent to strain
gauge-based standard testing. In this work, a method based on full-field digital image correlation
(DIC) measurement of surface deformation in unidirectional open-hole compression (OHC) specimens
is proposed and investigated as a viable alternative to assessing ILT stress–strain, strength, and fatigue
properties. Inverse identification using a finite element model updating (FEMU) method is used for
simultaneous measurement of through-thickness elastic constants with recovery of the maximum ILT
stress at failure for characterization of strength and fatigue S–N curves.

Keywords: characterization of composite materials; interlaminar tensile strength; digital image
correlation; inverse method; finite element model updating

1. Introduction

Advanced polymeric composites are playing a major role in designing high-performance and
lightweight aircraft structures. However, a major challenge delaying the implementation of the
advanced composites is the lack of accurate methods for material characterization [1]. Accurate
measurement of three-dimensional mechanical properties of composites, stress–strain response,
strength, fatigue, and toughness properties, is essential in the development of validated analysis
techniques accelerating design and certification of composite structures [2–4]. In particular, accurate
measurement of interlaminar tensile (ILT) strength is needed to capture delamination failure, which is
one of the primary failure modes in composite aircraft structures.
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A major technical challenge to accurate measurement of ILT properties is their extreme sensitivity
to manufacturing defects, including porosity, which could lead to unacceptable scatter in the test results.
Unacceptable failure mode in standard test methods that use transverse tension specimens is another
challenge to accurate measurement of the ILT properties. Currently, American Society for Testing and
Materials (ASTM) D 6415 curved-beam (CB) method is a standard practice for measurement of the
ILT strength [5]. However, large scatter typically found in ASTM D 6415 ILT strength raises doubts
concerning the adequacy of the curved-beam test as a coupon independent test for measuring ILT
material strength. Large scatter in the ILT strength test results may indeed reflect the manufacturing
quality as much as materials properties. In particular, the ASTM D6415 CB strength is extremely
sensitive to porosity/voids in the radius area. In [6], Jackson and Martin observed a drastic (up to a
factor of four) CB strength reduction in low-quality CB specimens due to large (macroscopic) voids
detected based on a cross-section cut using a diamond saw. In [7], the authors of this work measured
the ASTM D 6415 CB strength using high-quality 6.6 mm (0.26 inch) thick CB coupons manufactured
from Hexcel IM7/8552 unidirectional tape and cured per manufacturer’s specifications. ASTM D 6415
ILT strength values ranging between 37.7 MPa (5.5 ksi) and 94.6 MPa (13.7 ksi) were reported with a
coefficient of variation higher than 26%. Similarly, typical high-quality IM7/8552 ASTM D 6415 CB
specimens were tested in fatigue in [8] and showed large variation in fatigue life and correlated poorly
with the power-law least-squares fit commonly used for description of the S–N curves of carbon-epoxy
materials. CT scans of the CB specimens tested in [7,8] revealed the presence of individual critical
voids at ply interfaces that were correlated with the knockdown and large scatter found in the ASTM D
6415 CB strength and ILT CB fatigue life. It is worth noting that a test method that relies on extensive
CT measurement may not be suitable for efficient characterization.

Another method relevant to the assessment of the ILT strength is ASTM D 7291 [9], which applies
a tensile force normal to the plane of the composite laminate using adhesively bonded thick metal
end-tabs. It was noted in the ASTM Standard D 7291 that through-thickness strength results using this
method will, in general, not be comparable to ASTM D 6415 since ASTM D 7291 subjects a relatively
large volume of material to an almost uniform stress field, while ASTM D 6415 subjects a small volume
of material to a non-uniform stress field. Also, characterization of ILT strength using ASTM D 7291 is
perhaps even more challenging than ASTM D 6415 as the failure could occur not in the composite
material but at the bond lines between the composite and the metal end-tabs used to transfer the load
to the composite.

Many of the challenges in standard testing of composite materials, including the difficulties
mentioned previously in measurement of the ILT strength, stem from their inherent anisotropy
and heterogeneous nature. Historically, standard practices for assessment of material stress–strain
constitutive relations and strength properties have been based on resistance strain gauge
measurements [10]. As a strain gauge measures the average strain over the gauge area, the requirement
to achieve uniform strain distribution within the gauge area imposes constraints on the test configuration
and test specimen design. Furthermore, standard test methods typically rely on the assumption of
uniform stress distribution over the entire specimen cross-section for derivation of simple closed-form
expressions used in stress and strength calculation. In the case of anisotropic composite materials,
such simplifying assumptions may not be valid nor easy to satisfy. Similarly, material heterogeneities,
including manufacturing defects common to composites, might act as stress raisers and lead to
inaccurate and non-conservative strength calculation using standard closed-form approximations,
which are only applicable to homogenous and pristine material.

In contrast, non-standard characterization methods using non-contact full-field measurement
methods, such as the digital image correlation (DIC) techniques, do not require uniform and
homogeneous strain fields, which enables additional flexibility compared to conventional strain
gauge methods [11]. In particular, inverse methods based on full-field deformation measurement
have emerged as attractive alternative methods for accurate characterization of composites using
non-standard test setups, enabling measurement of matrix-dominated non-linear properties and
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extraction of multiple material parameters from a single experiment [12–15]. Among strategies
developed to solve the inverse problem of determining the material constitutive parameters using
the full field information, the finite element model updating (FEMU) method has been the most
common approach [15–18], and the virtual fields method (VFM) the most notable alternative [19–23].
Improvement in digital camera resolution has also led to a recent interest in using the DIC technique
for observation and characterization of interlaminar bond line failures. For example, a consumer
digital camera was used in [24] for full-field measurement of deformation within the thin epoxy bond
lines in single lap joints with thick aluminum adherends. Researchers have shown that high-resolution
DIC measurement of crack tip separation in bonded joints can be used for direct characterization of the
cohesive laws in thin adhesive layers [25–27].

Taking advantage of the added flexibility from high-resolution full-field DIC measurements,
a methodology using unidirectional open-hole compression (OHC) specimens is proposed in this work
and investigated as an alternative to assessing interlaminar tensile strength and fatigue properties,
with the potential to alleviate the challenges previously mentioned using ASTM D6415 and ASTM
D7291 standard tests. Under compression loading, transverse tensile stress concentrations aligned with
the loading direction develop around the hole in OHC coupons away from test fixture grips, as opposed
to stress concentrations typically located at specimen tabs in ASTM D7291. OHC test specimens used in
this work were sliced from flat thick unidirectional panels, allowing development of through-thickness
tensile stress concentration. Porosity is much easier to control in flat panels, as opposed to strong
susceptibility to porosity defects in the radius area of the curved panels typically used for machining
ASTM D6415 coupons. Upon further compressive loading in OHC coupons, consistent delamination
failure under interlaminar transverse tension was observed, provided that holes were free of drilling
damage. Full-field DIC strain data were used in combination with a finite element model updating
(FEMU) method for inverse identification of the four elastic constants characterizing the orthotropic
composite material under plane stress conditions, allowing simultaneous assessment of stress–strain
and strength properties. The method was used for characterization of generic carbon/epoxy tape and
fabric materials and validated by comparing with results from standard test methods and previously
validated non-standard test methods. The method was also extended to fatigue loading for assessment
of ILT S–N curves.

2. Open-Hole Compression Testing

OHC specimens used in this work are machined from thick unidirectional panels, as illustrated in
Figure 1. Unidirectional panels made from carbon/epoxy IM7/8552 tape prepreg material, a generic
carbon/epoxy tape prepreg material, and a generic carbon/epoxy fabric prepreg material were considered
in this work. All panels were cured per manufacturer’s specifications. IM7/8552 unidirectional panels
were fabricated from a stack of 72 prepreg plies with a cured ply thickness of 178 μm (0.007 in) resulting
in a total panel thickness of approximately 12.8 mm (0.5 in). The coupon dimensions for the IM7/8552
specimens are 80.8 × 12.8 × 1.02 mm (3.18 × 0.5 × 0.04 in), in the fiber, out-of-plane, and transverse
directions, respectively. After machining the specimens, a 6.35 mm (0.25 in) diameter hole is drilled
at the center on the test specimens, as illustrated in Figure 1. In order to minimize drilling damage,
the holes were machined using high-quality diamond dust-coated drill bits and a Plexiglas backing
plate. A smaller diameter drill was employed first, and the pre-hole was then enlarged to its final
diameter using a 6.35 mm (0.25 in) diameter drill bit.
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Figure 1. Open-hole compression (OHC) test specimen machined from a 12.8 mm (0.5 in) thick
unidirectional panel.

The specimens are placed in a modified SACMA SRM/Boeing ASTM D695 test fixture, which uses
a Plexiglas plate to provide lateral support and prevent buckling while allowing for digital image
correlation (DIC)-based measurement of the surface deformation. The test setup is illustrated in Figure 2
showing a unidirectional OHC test specimen installed in the test fixture including the anti-buckling
Plexiglas plates. One of the two cameras used for DIC monitoring of surface deformation is also visible
in the foreground in Figure 2. A servohydraulic load frame was used for quasi-static loading of the test
specimen at a 0.021 mm/s (0.05 in/min) crosshead displacement rate until specimen failure.

 
Figure 2. A test setup for measurement of interlaminar tensile (ILT) strength in a unidirectional OHC
test specimen.

The DIC strain assessment is based on quantifying locations of a random texture on specimen
surface [28]. Figure 3 shows such an example of random texture, also referred to as speckle pattern,
created on the surface of an OHC test specimen using black and white spray paints.
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Figure 3. An example of speckle pattern created on the surface of an OHC test specimen and region of
interest for digital image correlation (DIC) analysis.

A 16-megapixel stereo camera system is used to generate a sequence of images while the specimen
is subject to loading. A sequence of about 20 DIC images taken throughout specimen loading was used
for FEMU characterization. The angle between the two cameras was 20 degrees, and two LED-based
illumination sources were used. The light sources were placed such that light reflection on the Plexiglas
plate was as limited as possible. Figure 3 shows an example of DIC speckle image with no visible
light reflection. Correlated solution image acquisition software VIC-Snap [29] was used for DIC data
acquisition and synchronization with load data from the testing machine. The VIC-3D software [29]
was used to determine the 3D positions during deformation by tracking the gray value pattern in
small subsets throughout the acquired stereo image sequence. Further, 45 × 45 pixel subsets were
used for DIC analysis of the OHC specimens over an approximately 38 mm × 10 mm (1.5 × 0.4 in)
rectangular region of interest, as illustrated in Figure 3. The displacement data were obtained on
9-pixel centers, resulting in about 15,000 data points per load cases. The displacement fields obtained
in this manner were then numerically differentiated using the strain computation algorithm in the
VIC-3D software [28,29] to compute the Lagrangian surface strain tensor components. Quality of the
subset patterns, as well as proper selection of the analysis parameters, were verified similarly to details
provided in Reference [30].

It is worth noting that 3D DIC measurements were used in this work, despite using only in-plane
strain components for inverse characterization in the FEMU approach. One of the most prominent
reason for using 3D DIC measurement instead of 2D DIC was verification that the anti-buckling
Plexiglas plates were working as intended.

Under compression loading, ILT stresses develop at the 12 and 6 o’clock locations around the
hole and initiate delamination failure. After initiation, delamination progresses unstably towards the
specimen extremities. The OHC coupon is oriented along the vertical loading direction, as shown
in Figure 2. Figure 4a shows an example of interlaminar normal strain distribution on the surface
of a unidirectional IM7/8552 OHC specimen measured prior to failure using the DIC technique and
showing ILT strain concentrations around the hole. Figure 4b shows the delamination failure that
initiates upon further loading at the 12 and 6 o’clock locations due to interlaminar tension.
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(a) 

 
(b) 

Figure 4. An example of (a) DIC-measured ILT strains prior to failure and (b) ILT delamination failure
initiating at the 12 and 6 o’clock locations around the hole in a unidirectional IM7/8552 OHC specimen.

Figure 5 shows the full-field DIC strain data measured in a generic composite fabric OHC specimen
considered in this work, with contour plots for the interlaminar normal ε33, fiber-direction normal ε11,
and interlaminar shear strain γ13 fields, respectively. Due to small specimen thickness compared to the
other dimensions and relative out-of-plane compliance of the anti-buckling device, deformation of the
OHC coupons can be considered under a plane-stress approximation.

 
(a) 

 
(b) 

 
(c) 

Figure 5. Example of full-field DIC strain measurement in a fabric OHC specimen considered in this
work with contour plots of (a) transverse through-thickness ε33, (b) longitudinal fiber-direction ε11,
and (c) interlaminar shear γ13 strains, respectively.
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As shown in Figure 5, the longitudinal and shear strains at the 12 and 6 o’clock locations are
several orders of magnitude lower than the maximum through-thickness tensile (ILT) strains, validating
the assumption of ILT delamination failure under pure mode I conditions. It is worth noting that
a concentration of longitudinal fiber-direction compressive stresses also develops at the three and
nine o’clock locations, as well as interlaminar shear stresses. Alternate failure modes, including
fiber-direction compressive failure and interlaminar shear failure, could occur depending on the
combination of material constitutive anisotropy, material strength properties, and coupon geometry.
However, both for the IM7/8552 tape, generic carbon/epoxy tape, and carbon/epoxy fabric materials
considered in this work, delamination failure at the 12 and 6 o’clock locations always occurred before
any other failure mode was observed (except in presence of drill damage, as discussed later in Section 5).

3. Methodology

3.1. Measurement of ILT Strength

A relationship between the peak load measured at failure using the testing machine load cell
and the maximum ILT stress in the specimen is needed for assessment of the material ILT strength.
In standard testing, the common design constraint of uniform stress distribution over the specimen
cross-section allows using convenient closed-form relations for recovery of the maximum stress
at failure.

It is worth noting that the maximum stress concentration factor Kin f
t for a circular hole in an

infinite anisotropic plate subjected to normal far-field compressive stress can be derived analytically
as [31]:

Kin f
t =

√
E33

E11
(1)

where E11 and E33 are the composite material Young’s moduli in the fiber and thickness
direction, respectively.

As shown in Equation (1), the maximum stress concentration factor Kin f
t for a circular hole in an

infinite anisotropic plate depends on material properties.
In the OHC unidirectional specimens considered in this work, the width-to-hole-diameter ratio

is equal to two (R = 2) and the effect of finite specimen’s width, in addition to the effects of material
anisotropy, must be included for evaluation of the stress concentration factor at the hole. To the best
of the author’s knowledge, there is no evident analytical closed-form solution for such a problem.
However, when material constitutive stress–strain properties are known, the maximum ILT stress at
failure can be easily determined from a simple 2D plane stress FE analysis. The stress concentration
around the hole occurs far from the test fixture tabs, and it was verified that it was relatively insensitive
to specimen boundary conditions for the test coupon geometry considered.

An illustration of the 2D FE mesh used in this work for stress analysis and FEMU inverse
characterization is shown in Figure 6. The FE model is generated for Abaqus FEM analysis and includes
about 5000 four-node bilinear 2D plane stress elements CPS4 from Abaqus element library. The total
number of nodes is about 5300 and the total number of degrees of freedom is approximately 11,000.
A linear elastic homogenized orthotropic material model is used for implicit static stress/displacement
analysis using Abaqus standard solver. Mesh refinements are assigned to ensure proper convergence
of the stress field around the hole. A mesh sensitivity study showing convergence of the ILT stress
field around the hole with mesh refinement is provided in Appendix A.
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Figure 6. 2D plane stress FE mesh used for stress analysis and finite element model updating (FEMU)
inverse characterization using Abaqus FE software.

Figure 7 shows FE contour plots of the normalized interlaminar normal stress component in the
carbon/epoxy tape (Figure 7a) and carbon/epoxy fabric (Figure 7b) OHC coupons used in this work.
The interlaminar stress is normalized by the far-field longitudinal normal compression stress, which is
equal to the applied force divided by the specimen rectangular cross-section area. The two materials
have different homogenized orthotropic properties, which result in different values for Kin f

t calculated
using Equation (1), as shown in Figure 7.

 
(a) (b) 

Figure 7. ILT stress concentration in a typical unidirectional OHC specimen using FE analysis for (a)
the carbon/epoxy tape and (b) the carbon/epoxy fabric materials considered in this work.

OHC coupons ILT stress concentration factors Kmax
t differ from Kin f

t for an infinite plate since they
account for the effect of finite width, for which there is no obvious closed-form solution for anisotropic
materials as previously mentioned. In these examples, a maximum ILT stress concentration factor Kmax

t
of 0.365 is obtained for the tape material, versus 0.595 for the fabric material. These values can be
compared to Kin f

t = 0.24 and Kin f
t = 0.37 for an infinite plate with a circular hole for the tape material

and fabric material, respectively.

3.2. Inverse Characterization of Elastic Constants

This work considers a self-sufficient methodology based on DIC strain measurements and finite
element model updating (FEMU) allowing simultaneous measurement of the material interlaminar
constitutive properties (E11, E33, ν13, G13) along with the ILT strength. The idea is to take advantage of
the full heterogeneous strain field measured on the surface of the OHC specimens, as illustrated in
Figure 5, and evaluate if such data can be used in inverse characterization. At the end of the FEMU
procedure, optimized material parameters can be used in an additional FE analysis at failure load for
assessment of the ILT strength properties. Such advancement would eliminate reliance on additional
tests to determine material constitutive properties, which could be unknown prior to the ILT testing.
This DIC data-driven OHC ILT test method does not require prior knowledge of any other additional
material properties.

The DIC data-driven FEMU method is based on the nonlinear minimization of the least square
error between DIC-measured strain field and FEM-predicted strains by fine-tuning the parameters of
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the material constitutive model. The concept of the FEMU algorithm using DIC data from unidirectional
OHC specimens is shown in Figure 8.

 
Figure 8. Finite element model updating (FEMU) algorithm for DIC data-driven modeling in
unidirectional OHC specimens.

The FEMU methodology uses a weighted Levenberg–Marquardt optimization algorithm [32] where
the cost function is defined as the weighted root mean square (RMS) error between FEM-computed
and DIC-measured surface strains. The reader is referred to Reference [15] for more details on
the optimization methodology, including iterative update of the material parameters using the
Levenberg–Marquardt algorithm with smooth damping parameter variation [33]. Strain field
optimization is carried out for about 20 DIC images taken throughout the loading history and
up to ultimate failure. The two normal strain components ε11 and ε33 and the interlaminar shear strain
component γ13 are considered in the optimization algorithm. The weights used in the cost function are
defined at each node as a function of the local and maximum strain quantities:

wii
j =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(

εii
j

maxj
{
|εii | j

}
)2

0 i f ii = 11 and |εii| j < 0.25maxj
{
|εii| j

} j node index

ii = {11, 33 or 13} strain component index
(2)

As shown in Equation (2), the weights are selected, such as more weight is given to data points
with large strain values. For longitudinal fiber-direction strains, which are typically very small due to
anisotropy of the composite material, a minimum threshold of 25% of the absolute maximum strain
value is also used. This definition of weighted residuals is one way of reducing the sensitivity of the
optimization algorithm to measurement noise.

Four optimization parameters (E11, E33, ν13, G13) are considered, which are the longitudinal
and interlaminar Young’s Moduli, the Poisson’s ratio, and the shear modulus, respectively. A finite
difference method is used to compute the sensitivity matrix used in the optimization algorithm. It is
worth noting that using finite difference provides an accurate approximation of the sensitivity matrix,
which can be also updated at each FEMU iterations, and results in optimum convergence. However,
the finite difference approach can also be very costly in terms of computation times since multiple FE
analyses are required at each iterations to compute the coefficients of the sensitivity matrix. In this
work, 2D FEM is used and the runtime is limited to a few seconds, allowing for efficient use of the
finite difference method for computation of the sensitivity matrix.
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3.3. Verification and Robustness

The FEMU procedure is first validated using “virtual test” strain field data generated from
FE simulation with a set of target material parameters (Etarget

11 , Etarget
33 , νtarget

13 , Gtarget
13 ). An initial

approximation of the material parameters is needed to initiate the non-linear least-squares optimization
algorithm. For example, Figure 9 shows convergence of the parameters to their target values and
the reduction of the weighted strain error with the number of iterations starting from an initial
approximation of the material parameters is shown in Figure 10. Results in Figure 9 have been
normalized to one by the respective target parameter. The following initial approximation of the
material parameters was used, which corresponds to ± 40% of relative error compared to the
target parameters.

E[0]
11 = 0.6 Etarget

11
E[0]

33 = 1.4 Etarget
33

ν
[0]
13 = 0.6 νtarget

13
G[0]

13 = 1.4 Gtarget
13

(3)

 
Figure 9. Convergence of normalized material parameters to their target value.

Figure 10. Weighted RMS strain error for the OHC FEMU methodology using FEM-generated virtual
test strain data.

Similar convergence for different initial parameters up to 50% of initial relative error was verified.
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The FEMU updating procedure is stopped when the relative change in the RMS average of the
parameters between two iterations is less than 0.3%. As shown in Figures 9 and 10, convergence is
quickly achieved and all parameters converge to their desired and expected target value.

Figure 11 shows an example of convergence of the material parameters for the FEMU procedure
using experimental DIC strain data from OHC testing of a generic carbon-epoxy unidirectional specimen.
The threshold for convergence is reached after nine iterations, however effective convergence is pretty
much achieved after two or three iterations, as illustrated. In this example, convergence is illustrated
for a 50% maximum relative error in the initial approximation of the interlaminar Young’s Modulus
E33

[0] compared to its final converged value after nine iterations E33
[9]. Initial relative error for the

other parameters is between 37% and 43%.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 11. Convergence of the four material parameters (a) E11, (b) ν13, (c) E33 and (d) G13 extracted
with the OHC-ILT FEMU methodology using DIC-measured strain data from a generic unidirectional
carbon/epoxy OHC test specimen.

Figures 12 and 13 compare the DIC-measured longitudinal normal and shear strain fields,
respectively, with FEM results at the beginning and end of the updating process. It is worth noting that
the DIC strain data have been mapped on the FEM node grid, as part of the FEMU methodology [15].
Interpolation of the DIC strains on the FEM nodes is realized at the beginning of the FEMU procedure
using Abaqus Python scripting interface and the natural neighbor interpolation method implemented
in Python function griddata of module SciPy.
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Figure 12. Comparison of DIC-measured longitudinal strains with FE results from the OHC-ILT FEMU
procedure before (iteration 0) and after optimization (iteration 9) of material parameters.

Figure 13. Comparison of DIC-measured interlaminar shear strains with FE results from the OHC-ILT
FEMU procedure before (iteration 0) and after optimization (iteration 9) of material parameters.

Figure 14a shows the evolution of relative absolute strain error between FEM and DIC during the
FEMU iterative procedure for the minimum longitudinal strain value in the contour plots shown in
Figure 12. Figure 14b shows the relative absolute strain error for both the minimum and maximum
shear strain value for the shear strain contour plots shown in Figure 13.

 
(a) (b) 

Figure 14. Relative absolute strain error between FEM and DIC data for (a) the minimum longitudinal
strain and (b) the maximum and minimum shear strain value in the DIC region of interest.

203



Appl. Sci. 2019, 9, 2647

As shown in Figure 14, an overall reduction of the point-local strain error is documented for both
the longitudinal and shear strains. In particular, a significant reduction of the minimum longitudinal
strain error is shown in Figure 14a. Figure 14b shows that the converged point-local relative error
for both the maximum and minimum shear value is still relatively high at the end of the FEMU
process (respectively 17.8% and 13.3%). However, this point-local error should be compared to the
total weighted strain error, which takes into account the full-field strain data for all DIC images taken
throughout the loading. The weights for calculation of the RMS strain error are defined in Equation (2).
The evolution of the total weighted RMS during FEMU iterations is shown in Figure 15 for the strain
data presented in Figures 12 and 13. As shown in Figure 15, the total RMS strain error is reduced from
32% to about 6%. Among the reasons for the difference in error reduction between the point-local strain
error and the overall total weighted RMS strain error, small misalignments from the mapping of the
DIC data on the FEM grid and local material heterogeneities are worth mentioning. This highlights the
importance of A) careful DIC strain mapping and B) using full-field data for FEMU characterization,
rather than point-local strain data.

Figure 15. FEMU total weighted RMS strain error for the strain data of the generic unidirectional
carbon/epoxy OHC test specimen shown in Figures 12 and 13.

After the FEMU procedure has converged, the material parameters (E11, E33, ν13, G13) are used
in a 2D plane stress static FE analysis run at failure load to obtain the maximum interlaminar tensile
strength at the 12 and 6 o’clock locations, which corresponds to the ILT strength. For fatigue analysis,
the maximum amplitude of the fatigue load is applied and the maximum ILT stress is used to generate
the fatigue ILT S–N curves.

4. Results

Both static and fatigue testing was performed. Static testing was performed at quasi-static strain
rates (ε < 10−3s−1) and fatigue testing was used to develop S–N data for R = 0.1 load ratio.

4.1. Elastic Properties and ILT Strength

Static results are given in Tables 1 and 2 for the unidirectional generic carbon/epoxy and fabric
materials tested, respectively. Five OHC coupons were tested for each material. Full-field DIC strain
data recorded during specimen loading is used in the FEMU procedure to extract material parameters
(E11, E33, ν13, G13). After convergence, the ILTS is obtained from FE stress analysis at the failure load.
Tables 1 and 2 also provide the average material parameters and ILT strength values and the associated
normalized coefficient of variation (CV).
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Table 1. Elastic constitutive properties and ILT strength for the carbon/epoxy unidirectional tape
OHC-ILT specimens.

Specimen E11, GPa (Msi) E33, GPa (Msi) ν13 G13, GPa (Msi) ILTS S33, MPa (ksi)

US-1 139 (20.2) 7.86 (1.14) 0.295 5.47 (0.794) 99.3 (14.4)
US-2 135 (19.6) 8.00 (1.16) 0.300 5.10 (0.740) 103 (14.9)
US-3 137 (19.9) 8.41 (1.22) 0.345 4.68 (0.679) 90.3 (13.1)
US-4 147 (21.3) 9.17 (1.33) 0.329 4.85 (0.704) 112 (16.2)
US-5 145 (21.0) 8.62 (1.25) 0.320 5.21 (0.756) 102 (14.8)
AVG 140 (20.4) 8.41 (1.22) 0.318 5.06 (0.734) 101 (14.7)
CV 3.6% 6.1% 6.5% 6.1% 7.6%

Table 2. Elastic constitutive properties and ILT strength for the carbon/epoxy fabric OHC-ILT specimens.

Specimen E11, GPa (Msi) E33, GPa (Msi) ν13 G13, GPa (Msi) ILTS S33, MPa (ksi)

FS-1 62.4 (9.05) 5.93 (0.86) 0.344 4.22 (0.612) 26.2 (4.80) (early failure
due to defects)

FS-2 70.3 (10.2) 9.03 (1.31) 0.396 3.82 (0.554) 67.1 (9.72)
FS-3 66.7 (9.68) 9.51 (1.38) 0.378 3.75 (0.544) 56.8 (8.24)
FS-4 72.4 (10.5) 7.79 (1.13) 0.346 3.55 (0.515) 42.3 (6.13)
FS-5 64.7 (9.39) 7.93 (1.15) 0.309 4.30 (0.623) 57.0 (8.27)
AVG 68.5 (9.94) 8.55 (1.24) 0.357 3.85 (0.559) 55.8 (8.09)
CV 5.1% 9.7% 10.7% 8.2% 18.2%

The failure mode for all OHC specimen tested in static was consistent with a 6 o’clock and 12 o’clock
delamination failure. The average ILT strength obtained from the carbon/epoxy tape specimens was
101 MPa (14.7 ksi), which was consistent with the interlaminar tensile strength measured by the authors
in similar legacy carbon/epoxy materials during other programs. The average ILT strength obtained
for the carbon/epoxy fabric material was 55.8 MPa (8.09 ksi). The first fabric specimen tested was an
outlier that failed earlier compared to the other four specimens tested. Early failure was attributed to
the strong presence of defects.

The average elastic material constitutive properties obtained using the OHC-ILT method are
compared with results from standard tests methods for E11, E33, and ν13 and from the small-plate twist
method [15] for G13 in Tables 3 and 4. As shown in Tables 3 and 4, the average OHC-ILT results are
very consistent with results obtained independently for the same materials, but from different test
methods and test specimen geometries.

Table 3. Comparison of average constitutive properties obtained using the OHC-ILT test with other
test methods for the unidirectional tape material.

Material Property OHC-ILT FEMU Test Method Other Test Method (Standards + Small Plate Twist)

E11, GPa (Msi) 141 (20.4) 144 (20.9)
E33, GPa (Msi) 8.41 (1.22) 8.76 (1.27)

ν13 0.318 0.329
G13, GPa (Msi) 5.06 (0.734) 5.22 (0.757)

Table 4. Comparison of average constitutive properties obtained using the OHC-ILT test with other
test methods for the fabric material.

Material Property OHC-ILT FEMU Test Method Other Test Method (Standards + Small Plate Twist)

E11, GPa (Msi) 68.5 (9.94) 74.5 (10.8)
E33, GPa (Msi) 8.55 (1.24) 8.62 (1.25)
G13, GPa (Msi) 3.85 (0.559) 4.17 (0.605)
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4.2. ILT Fatigue S–N Curves

The fatigue S–N curves obtained using the OHC-ILT method for the carbon/epoxy unidirectional
tape and fabric materials considered in this work are shown in Figures 16 and 17. It was noted that due
to the existence of initial drill damage in some specimens, premature failure occurred in a limited set
of unidirectional tape specimens before reaching the prescribed maximum threshold load. Figures 12
and 13 list the coefficients for a typical power-law fit of the S–N data, as well as the R2 coefficient
of correlation.

Figure 16. Fabric ILT fatigue. R = 0.1, 4 Hz.

Figure 17. Unidirectional tape and fabric ILT fatigue; R = 0.1, 4 Hz.

5. Discussion

As mentioned previously, hole quality had an impact on failure mode and accuracy of the ILT
strength and fatigue measurement, especially in the carbon/epoxy tape specimens tested. It was
observed that if the hole is free of drilling damage, OHC specimens exhibit a consistent failure mode
that is a crack at 6 and 12 o’clock locations. For example, Figure 18a shows a cross-sectional CT
slice of a specimen with acceptable failure mode obtained from non-destructive CT inspection prior
to testing. As illustrated, a clean hole free of significant drilling damage is documented. In such
specimens, a symmetrical ILT strain distribution and a consistent ILT failure was observed as shown in
Figure 18b,c.
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(a) 

 
(b) 

 
(c) 

Figure 18. (a) ross-sectional CT data prior to testing, (b) DIC-measured ILT strain distribution and
(c) failure mode in a unidirectional tape specimen with acceptable failure mode.

On the other hand, CT data in Figure 19a show a specimen with significant drilling damage
detected prior to testing. Figure 19c shows that delamination failure in this specimen initiated at the
location of the initial flaw, instead of initiating at the 12 and 6 o’clock location for pristine specimens.
In some specimens, surface strain distribution was visibly affected by the drilling damage, as suggested
by the asymmetry of ILT strain field shown in Figure 19b.

 
(a) 

 
(b) 

 
(c) 

Figure 19. (a) Cross-sectional CT data prior to testing, (b) DIC-measured ILT strain distribution and
(c) failure mode in a unidirectional tape specimen with non-acceptable failure mode due to the effects
of drilling damage.

The ILT failure mode in the fabric specimens seemed to be less affected by the hole quality, which
might be attributed to the micro-structure of the fabric material. ILT failure mode occurred in all fabric
OHC coupons despite the drilling damage. Prior to testing, all OHC ILT samples were CT scanned
to identify as-manufactured state. Specimens showing significant drilling damage, and inconstant
failure modes were discarded. It is worth noting that drilling process can be much improved after this
preliminary testing to allow for clean holes.

As indicated in the results listed in Tables 2 and 3, scatter in the extracted ILTS was higher for the
fabric material compared to ILTS results for the unidirectional tape material, despite constituent failure
mode. In particular, an 18.2% CV in average ILT strength was obtained for the fabric, compared to 7.6%
CV tape material. It is worth noting that the sample size for the fabric specimens was four coupons
versus five coupons for the tape material, which might contribute to the higher coefficient of variation.
The larger scatter might also be attributed to the out-of-plane irregularity inherent to the woven
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prepreg fabric material. For example, Figure 20 shows a cross-section image of a fabric OHC specimen
after delamination failure under interlaminar tension. As shown in Figure 16, delamination failure
did not initiate exactly at the 6 o’clock and 12 o’clock location and the locus for failure initiation and
delamination path seem to be correlated with the out-of-plane waviness of the fabric material. The FE
model used in the FEMU procedure assumes a perfectly homogenized orthotropic material for the
fabric material. Material heterogeneity and small variations of failure locus due to random out-of-plane
irregularities are therefore likely to be the source of larger scatter in ILTS for the fabric material.

Figure 20. Cross-section image of an OHC ILT fabric specimen showing out-of-plane irregularities and
correlation with the location of delamination failure.

6. Conclusions

A new methodology for measurement of interlaminar stress–strain, ILT strength, and ILT fatigue
properties of composites based on a unidirectional open-hole compression specimen and DIC-based
inverse characterization was proposed and investigated. The method was successfully used for
measurement of elastic properties, ILT strength and fatigue, ILT S–N curves of a carbon/epoxy
unidirectional tape material, and a carbon/epoxy fabric material. It was found that consistent ILT
properties can be measured using the OHC-ILT method although significant effect of the hole drilling
damage has been found in tape specimens. ILT failure mode occurred in all fabric OHC coupons
despite the drilling damage.

In the authors’ experience, controlling hole quality in unidirectional OHC specimens is easier than
controlling porosity in ASTM D 6415 curved-beam specimens or early tab failure in ASTM D7291 testing
for ILT properties that typically result in large scatter and underestimated ILT strength properties.
Therefore, the OHC-ILT method is a viable alternative methodology for accurate measurement of
ILT properties.

The OHC-ILT test does require FE analysis and prior knowledge of material for calculation of the
maximum ILT stress at failure, since a closed-form solution is not available and the stress concentration
factor depends on material properties. This work showed that the OHC-ILT test can be combined with
DIC measurement of surface deformation and finite element model updating (FEMU) for simultaneous
assessment of the elastic material constitutive properties and ILT strength properties. Such self-sufficient
methodology was validated using independent measurements of the elastic constitutive properties
obtained through other existing test methods. Simultaneous measurement of multiple properties could
significantly accelerate material characterization, which currently suffers from the lack of efficient and
cost-effective qualification.

Another advantage from simultaneous measurement of strength and elastic properties is that
potential variability in constitutive properties between individual coupons is taken into account in an
“average” sense and decoupled from other sources of variability in stress measurement, which might
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lead to more accurate assessment of strength properties. Furthermore, there is a practical interest in
using an open-hole test specimen for material characterization, since open-hole laminate coupons
are typically used for verification of failure criteria and failure models used in progressive damage
and failure analysis. Constitutive properties of composites measured using standard tests might be
coupon or test configuration dependent. Such dependency is oftentimes overlooked, which might
delay the development and implementation of most advanced failure models for composites that rely
on accurate material characterization.
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Appendix A

Accurate FEM stress analysis is required for calculation of the ILT strength and inverse
characterization using the FEMU approach. In particular, the FE mesh used in this study must
be refined such as stress concentrations around the hole in the OHC specimens are correctly captured.
Appendix A provides results of a mesh sensitivity study demonstrating convergence of the interlaminar
normal stress field as the mesh is refined.

An example of unidirectional OHC coupon 2D plane-stress FE mesh and contour plot of the
interlaminar normal stress component S33 normalized by the far field longitudinal normal compression
stress is shown in Figure A1. In this example, orthotropic linear elastic properties for the generic
carbon/epoxy tape material considered in this work are used. The mesh is refined as illustrated in
Figure A2, where mesh density is defined as a function of the number of elements along the hole radius.
Figure A2 shows details of the resulting FE mesh for a circumferential mesh density of 12, 16, 80 and
160 elements. The full mesh shown in Figure A1 corresponds to a circumferential mesh density of 80.

 
Figure A1. An example of unidirectional OHC coupon 2D FE mesh, contour plot of the normalized
interlaminar normal stress component for the generic carbon/epoxy tape material and plotting path for
verification of convergence of the stress field with mesh refinements.
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Figure A2. Details of the mesh refinements around the hole in the unidirectional OHC coupon 2D FE
mesh for a circumferential mesh density of 12, 16, 80 and 160 elements.

The normalized interlaminar normal stress is plotted along the path illustrated on Figure A1 for
verification of stress convergence. Figure A3a shows the stress plots along the selected path for 12, 16,
40, 80 and 240 circumferential element densities. Figure A3b shows convergence of the interlaminar
tensile stress concentration factor Kmax

t , which is equal to the maximum value of the normalized
interlaminar tensile stress at the hole boundary, as a function of circumferential mesh density.

 
(a) 

 
(b) 

Figure A3. Convergence of (a) the normalized interlaminar normal stress distribution along the
plotting path shown in Figure A1 and (b) the interlaminar tensile stress concentration factor Kmax

t with
mesh refinements.

As shown in Figure A3, convergence of the stress field around the hole is rapidly achieved.
In particular, the relative absolute error between Kmax

t obtained using a circumferential mesh density of
40 and Kmax

t for a mesh density of 240 is only about 0.4%. For a circumferential mesh density of 80,
this error drops below 0.1%.

For all the OHC coupons FE meshes used in this work, a circumferential mesh density of
80 elements was used. A stress field convergence similar to the results shown in Figure A3 was
observed using homogenized orthotropic material properties representative of the fabric material
considered in this work.
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Abstract: Since its advent in the 1970s, digital image correlation (DIC) applications have been
rapidly growing in different engineering fields including composite material testing and analysis.
DIC combined with a stereo camera system offers full-field measurements of three-dimensional
shapes, deformations (i.e., in-plane and out-of-plane deformations), and surface strains, which are
of most interest in many structural testing applications. DIC systems have been used in many
conventional structural testing applications in composite structures. However, DIC applications in
automated composite manufacturing and inspection are scarce. There are challenges in inspection of
a composite ply during automated manufacturing of composites and in measuring transient strain
during in-situ manufacturing of thermoplastic composites. This article presents methodologies using
DIC techniques to address these challenges. First, a few case studies where DIC was used in composite
structural testing are presented, followed by development of new applications for DIC in composite
manufacturing and inspection.

Keywords: Digital image correlation (DIC); composite structures; structural testing; experimental
mechanics; composite materials; automated composite manufacturing; composite inspection;
automated fiber placement (AFP)

1. Introduction

First conceived in the early 1970s, digital image correlation (DIC) is a technique that captures
images of an object of interest and delivers full-field measurements on the object of interest using
image analysis. Formerly, DIC was used for measuring deformations and strains on a planar object
subjected mainly to in-plane loadings. This was referred to as two-dimensional (2D) DIC, which
to date remains an important technique for 2D deformations and strain measurements in material
testing [1–10]. However, nonplanar objects subjected to out-of-plane loading and deformations
are mostly unavoidable in practice. In the 1990s, 2D DIC was extended to three-dimensional (3D)
measurements through stereovision systems [11–13]. Referred to as 3D DIC, the system consists of two
or more cameras to capture digital images of the object of interest from two or more perspectives.

Using a stereoscopic sensor setup, the position of each point in the area of interest is focused on a
specific pixel in the camera plane. If the orientation of the sensors with respect to each other (extrinsic
parameters) and the magnifications of the lenses and all imaging parameters (intrinsic parameters)
are known, the 3D position of any point in the area of interest can be calculated by applying image
correlation algorithms. This process determines the shift and/or rotation and distortion of little facet
elements in the reference image [14].

DIC offers full-field and noncontact measurements and has seen significant growth in recent
years in different fields including aerospace, microscale measurements, bio materials, etc. The focus of
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this article is on the application of DIC in manufacturing and inspection of composite materials and
structures. First, a few case studies where 3D DIC was used in testing composite structures at Concordia
Center for Composites (CONCOM) labs are presented in the “Conventional DIC Applications” section.
Subsequently, the development of two new DIC applications in manufacturing and inspecting of
composites made by an automated fiber placement (AFP) process is discussed in the “Development of
New Applications for DIC” section. One of the challenges for in situ manufacturing of thermoplastic
composites using AFP is the formation of residual strain and distortion during manufacturing. However,
because of the high temperature and pressure involved in in situ manufacturing of thermoplastic
composites, strain gages cannot be used to monitor and measure strain and deformation during
manufacturing. In Section 3.1, it is discussed how DIC can be employed to overcome this challenge.
Another main challenge in automated manufacturing of composites using AFP is the inspection of the
ply during manufacturing. Conventional manual inspection techniques are tedious, time consuming,
and operator-dependent. In Section 3.2, methodology and preliminary results are presented for the
first time that show how DIC can be used for inspection purposes during AFP.

2. Conventional Digital Image Correlation (DIC) Applications

2.1. DIC- and Gage-Measured Strain Comparisons

Two experiments were designed with the main goal of evaluating the accuracy of DIC strain
measurements in composite structures. In both experiments, strain gages were used as a reference to
evaluate the strain measurements obtained by DIC.

In the first experiment, buckling under an axial compression test on a composite cylinder was
performed, and a stereo DIC system (from LaVision Company, Ypsilanti, MI, USA called “StrainMaster”)
was used to measure strains. The composite cylinder was made of graphite/epoxy prepreg using hand
layup and autoclave processes. Preparation of the composite cylinder included applying some random
speckles on the cylinder’s surface using a spray paint technique (speckle size 3–5 pixels in the area of
interest, density about 50%). The test setup is shown in Figure 1. Before the start of the test, calibration
of the cameras was performed by moving a standard calibration panel in front of the cameras.

 
Figure 1. Axial buckling test setup for evaluating DIC [15].

The composite cylinder was loaded through the aluminum end plates at a rate of 1 mm/min, and
buckling occurred after 2 min from the start. The axial strain measured by a strain gage installed at the
middle of the cylinder and the DIC system before and after buckling occurred is plotted in Figure 2a,b,
respectively. As can be seen from Figure 2, before buckling, the measured axial strains by strain gage
and the DIC system were in good agreement. However, after buckling occurred (around T = 120 s), the
results from two techniques (i.e., strain age vs. DIC) did not agree quantitatively, although they had a
similar trend. This could be attributed to the fact that after buckling, due to large local deformation,
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debonding between the strain gage and composite surface may have occurred. Accuracy for a specific
test setup depends on many factors including speckle pattern size and quality, resolution of the camera
used, lighting, stereo angle, lens selection, etc. For the setup used in this experiment (5 Megapixel
camera system from LaVision, Ypsilanti, MI, USA), the accuracy for measuring the local strain could be
expected to be around 200 microstrains [15].

 
Figure 2. Comparison between strain gage and DIC (a) before and (b) after buckling [15].

In the second experiment, with the goal of comparing DIC strain measurements with strain gage
measurements, an L-shape composite angle was tested under tension using a universal testing machine.
The experiment involved large deformations of the composite angle under tension. A unidirectional
strain gauge was installed on the outer surface of the composite angle, and a random pattern was
created on the composite angle surface using permanent marker (Figure 3).

 
Figure 3. L-shape composite angle with a random pattern and installed strain gage [16].

A stereo DIC system (from Correlated Solutions Company, Irmo, SC, USA called “VIC-3D”) was
used to measure strains. The strains measured by both strain gage and DIC are compared in Figure 4.
As can be seen, DIC results show an overall good agreement with strain gage results. The deviation
between DIC and the strain gage measurements was between 50 to 200 s of the test, which may be
due to the large out-of-plane deformation of the composite angle as it was flattened. During the large
out-of-plane deformation, the motion of the points was perpendicular to the image plane, which may
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cause error in DIC results. However, after 200 s of the test, as the L-shape angle flattened, an excellent
agreement between DIC results and strain gage results was observed [16].

 
Figure 4. DIC strain measurement versus strain gage results for L-shape composite angle [16].

2.2. Bending and Buckling Analyses of Composite Conical Shells for Helicopter Tail-Boom Applications

2.2.1. Synopsis

In this case study, bucking and bending behaviors of composite conical shells were studied
experimentally and theoretically. In the theoretical approach, a first-order shear deformation shell
theory was proposed to study buckling and bending behaviors of composite conical shells, and a
semi-analytical solution was developed to study buckling under bending of composite conical shells.
In the experimental approach, a pure bending test setup was designed and developed to study buckling
under bending of composite shells. The setup was equipped with a 3D DIC system to measure
three-dimensional deformation and surface strain of the test article. A thermoplastic composite cone,
a full-scale section of a helicopter tail-boom, was tested using this setup in pure bending, and the
experimental buckling moment was measured, which agreed well with the theoretical one [15].

2.2.2. Experimental Work

Sample manufacturing and preparation: The test article, a composite conical shell, which was
a full-scale section of a helicopter tail-boom, was made out of advanced thermoplastic composite
material (carbon fiber and poly-ether-ether-ketone (PEEK) with the commercial name of AS4/APC-2
from Cytec Engineered Materials, Anaheim, CA, USA). It was manufactured at National Research
Council Canada’s facility in Montreal using an automated fiber placement (AFP) machine on a steel
mandrel with an internal heating system (Figure 5).
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Figure 5. Six-axis automated fiber placement (AFP) machine with a steel mandrel (courtesy of National
Research Council Canada) [15].

Preparation of the composite cone for bending tests included applying the end tabs, creating a
random pattern (Figure 6a) on the surface of the cone (for strain and deformation measurements using
DIC), installing strain gages, and potting the composite cone inside the installation rings (Figure 6c)
using low melting temperature point alloy (LMPA) (Figure 6b). The surface of the thermoplastic
composite cone was fairly black after manufacturing, and, to have maximum contrast, a white random
pattern was applied on the surface of the composite cone using permanent markers by hand. The
size of speckles ranged between 3 to 7 pixels with approximately 50% area of interest covered by
white speckles. A 3D DIC system from Correlated Solutions, Irmo, SC, USA equipped with two 5
Megapixel cameras (monochrome charge-coupled device (CCD) with 2/3-inch sensor from Point Grey)
attached to Schneider 17 mm lenses were used in this experiment, and results were obtained using
VIC-3D software.

 
Figure 6. Test article preparation: (a) random pattern, (b) low melting temperature point alloy (LMPA),
and (c) installation ring [15].

Test setup: Despite the bending load being the dominant load on conical shells in many
applications (e.g., helicopter tail-boom), experimental setups to study bending and buckling behaviors
of cylindrical and conical shells under pure bending loads are scarce. In order to study bending and
buckling behaviors of conical shells, a pure bending test setup was developed at Concordia Centre for
Composites (CONCOM) laboratory (Figure 7). The test setup was equipped with a 3D DIC system that
consisted of four cameras to cover the top and front sections of the test article for full-field deformation
and strain measurements.
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Figure 7. Bending test setup with a composite cone installed for the test [15].

2.2.3. DIC Measurements

The contour plot of the axial strain obtained by the camera pair, looking down at the top surface
of the composite cone, just prior to and after buckling is shown in Figure 8a,b, respectively. As can
be seen, prior to bucking, while the whole top surface of the cone was under compression, the strain
concentration occurred near the small end of the composite cone with the maximum value of 7100
microstrains. This nonuniform strain distribution can be expected because the small end had less
stiffness in comparison with the large end of the thermoplastic composite cone. Moreover, from
Figure 8a, which shows the strain distribution prior to buckling, one can forecast the possible location
of the failure based on the strain accumulation near the small end.

Figure 8. Axial strain (εxx) obtained by DIC before (a) and after (b) failure (top view) [15].
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The contour plot of the axial strain obtained by the camera pair, looking to the front side of the
composite cone, just prior to the buckling is shown in Figure 9. The purple color shows negative strain
(compression) at the top, and the red color represents positive strain (tension) at the bottom of the
composite cone. Once more, an axial strain concentration can be seen near the small end (left side of
Figure 9) where the failure occurred [15].

 
Figure 9. Before axial strain failure (εxx) obtained by DIC (side view) [15].

2.3. Bending Behavior of Thick-Walled Composite Tubes

2.3.1. Synopsis

In this case study, the bending behavior of thick-walled composite tubes was investigated with
focus on the bending stiffness property of tubes. Both theoretical and experimental approaches were
considered. The theoretical formulation was developed based on a 3D elasticity theory, and the
bending stiffness calculation was validated by pure bending tests performed on thick-walled composite
tubes. The pure bending test was shown to be a better alternative test, compared to the conventional
three-point and four-point bending tests, to compare the theoretical result with the experiment for
validation purposes. This was mainly because the effect of stress concentration at the loading point
was less compared to three-point and four-point bending tests, and also the effect of shear was not
present in the pure bending test. A 3D DIC system was used during the test of composite tubes to
capture deformations and strains of the tubes until failure occurred [16].

2.3.2. Experimental Work

Two thick-walled thermoplastic composite tubes made of Carbon/PEEK material were
manufactured using an automated fiber placement (AFP) process and were tested using a homemade
pure bending test setup.

Sample manufacturing and preparation: The test articles were made of 0.25-inch wide
unidirectional tows supplied by TenCate Advanced Composites Company, Nijverdal, Netherlands
(commercial name “Cetex TC1200 PEEK AS4”). The tows were made of a semicrystalline
poly-ether-ether-ketone thermoplastic resin with unidirectional carbon fibers. The tows were fed into
a robotic-type AFP machine available at CONCOM for manufacturing two thick-walled composite
tubes (Figure 10). The first tube was made with a laminate stacking sequence of [(25)45, (−25)45] (i.e.,
the inner layer and out layer are oriented at 25 and −25 degrees with respect to the tube axis), while
the second tube had a laminate stacking sequence of [25,−25]45, which means it was made of [25,−25]
layers alternatively arranged. Both tubes had the same dimensions (outer diameter = 61.1 mm, inner
diameter = 38.1 mm, thickness = 11.5 mm, and length = 1016 mm).
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Figure 10. Manufacturing of the thermoplastic composite tube using AFP [16].

For preparation of the tubes for measuring deformations and strains using DIC, the surface of the
tubes should have a random pattern with good contrast to be recognized by the cameras. The surface
of the thermoplastic tubes were quite black, and, therefore, a white random pattern was applied on the
specimens’ surface by hand using permanent markers (Figure 11). According to the recommendation
of the DIC system’s manufacturer (Correlated Solutions, Irmo, SC, USA), the size of the speckles was
kept between 3 to 5 pixels with about 50% density. Two 5 Megapixel CCD cameras (from Point Grey
with 2/3-inch sensor) attached with Schneider 17 mm lenses were used in this experiment.

 
61.1 mm

Figure 11. Random pattern on the surface of the thick composite tube [16].

Test setup: The bending test was carried out using a homemade pure bending test setup as shown
in Figure 12. The DIC system used for the test consisted of two pairs of cameras; one pair was placed
in front of the tube, and the other pair was mounted above the test setup. After calibrating the cameras
and connecting all the gages to the data acquisition system, the test was started. End forces applied by
two hydraulic cylinders were converted to the bending moment using two moment arms at two ends
of the setup. The bending moments were transferred to the tube ends through a set of inner and outer
rings filled with low melting temperature point alloy (LMPA) for smooth transition of the load to the
tube. In order to prevent tube failure inside the rings, tabs were added at the tube ends.
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Figure 12. Bending test setup including the DIC system and thick composite tube (after failure) [16].

2.3.3. DIC Measurements

Deformation results: Axial and hoop deformations captured by the first camera pair located in
front of the tube is shown in Figure 13 just before failure. Axial deformation results (Figure 13a) showed
that in the upper part of the tube, due to compression, both sides were moved towards each other,
while in the lower part, due to tension, they were moved away from each other. This indicates the
smooth transition of the load to the test article. The tube deformation in the hoop direction (Figure 13b)
revealed that maximum deflection happened at the mid length of the tube, closer to the neutral axis
than the lower part. This is an interesting finding and can be explained due to ovalization of the tube
cross section.

 
Figure 13. Deformation of the tube from the front view just before failure: (a) axial deformation u (mm),
(b) hoop deformation v (mm) [16].

Axial and out-of-plane deformations captured by the second pair of cameras looking to the top of
the tube is shown in Figure 14 just before and after failure. Figure 14a shows that both sides of the tube
deformed toward each other, and the axial deformation was zero at the middle of the tube. Maximum
out-of-plane deflection before failure occurred at the mid length of the tube as expected (Figure 14c).
After failure, the location of the maximum deformation moved below the failure zone (Figure 14d).
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Figure 14. Axial deformation u (mm) just before (a) and after (b) failure. Out-of-plane deformation w
(mm) just before (c) and after (d) failure [16].

Strain results: Figure 15 shows the contour plot of the axial strain just before and after failure
measured by the first camera pair located in front of the tube. While it shows a negative axial strain in
the upper part and a positive axial strain in the lower part, the absolute strain values at the top and the
bottom side of the tube were nearly the same as expected in a typical pure bending case (Figure 15a).
After failure (Figure 15b), the maximum axial strain was accumulated at the failure location on the
upper right side of the tube.

Axial strain measured by the second camera pair located above the tube, just before and after
failure, is shown in Figure 15. Just before failure (Figure 15c), the maximum compressive strain was
measured at the top position in the tube, and one could expect the failure location by observing the
accumulation of the axial strain at the right side of the tube (purple color pattern). After failure
(Figure 15d), the maximum compressive strain accumulated around the crack that propagated parallel
to the fiber directions of the outer layer [16]. The failure mechanism can be explained by a kink
band mechanism [17,18]. Kink bands develop under compression stress due to plastic microbuckling
induced by nonlinear matrix deformation. It is a complex phenomenon affected by many factors
like fiber failure, matrix failure, fiber–matrix interface strength, etc. For the tube under bending
(Figure 15c), delamination started under the outer layers (i.e., [25,−25] layer) at the top right side of
the tube accompanied with matrix cracking causing the delaminated layers to slide parallel to the
fiber direction (i.e., 25 degrees) towards the neutral axis of the tube. This sliding motion removes the
constraint on the fibers in the layer below (i.e., −25 degrees) causing microbuckling [16].
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Figure 15. Axial strain (εxx) side view just before (a) and after (b) failure. Axial strain (εxx) top view
just before (c) and after (d) failure [16].

3. Development of New Applications for DIC

3.1. Strain and Deformation Measurements for In-situ Manufacturing of Thermoplastic Composites Using
Automated Fiber Placement (AFP)

3.1.1. Synopsis

Advanced thermoplastic composites are of special interest because of their superior properties, such
as unlimited shelf life, high-fracture toughness, high-temperature resistance, high-fatigue performance,
etc., in comparison to thermoset composites. They have a unique possibility to be manufactured in-situ
using the automated fiber placement (AFP) process, which eliminates the need for a secondary process
leading to significant savings in cost and energy. In AFP processing of thermoplastic composites, heat
and pressure are applied simultaneously to a composite tow to achieve in-situ consolidation of the
part. The composite tow consisting of fiber and a matrix is passed by a high-temperature heat source
that melts the matrix and is placed by a pressure roller on the tool. High processing temperature and
pressure combined with fast layup speed involved in AFP cause transient strain development, which
in turn leads to residual stresses in the thermoplastic composites.

Conventional strain gages cannot be used to measure transient strain during AFP of thermoplastic
composites because they are processed at a high temperature and pressure. In this case study, 3D DIC
was proposed to measure full-field transient strain and deformation of the thermoplastic composite
tow during manufacturing [19].

3.1.2. Experimental Work

To employ DIC it is necessary to have a random pattern with correctly sized speckles and good
density on the composite tow surface. The main challenge in using DIC for strain measurement in
this application was to make a fine speckle pattern that can survive high temperatures and pressures,
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as the composite tow would pass the heat source and would go under the compaction roller during
AFP. Furthermore, due to the small width of the tow (one quarter of an inch), creating a correctly sized
random pattern was a challenging task. In order to overcome these challenges, a high-temperature,
abrasion-resistant paint with the commercial name of CP4040-S1 of Aremco Products, Valley Cottage,
NY, USA was used. The random pattern was generated using a stiff bristle brush and a mesh metal
sheet. The paint particles were thrown to the composite tow from a distance of 8 inches using the
bristle brush, while a fine metal mesh was used to make sure only small paint particles could reach the
tow surface. The size of speckles ranged from 0.1 mm (5 pixels) to 0.4 mm. The pattern density was
about 50% (i.e., overall area covered by paint was about 50%). The random pattern was created on a
composite tow made of carbon fiber and a poly-ether-ether-ketone (PEEK) matrix (commercial name
TenCate Cetex TC1200). After applying the pattern on the tow, the paint was cured in an oven between
two aluminum sheets for 45 min (Figure 16).

 
Figure 16. Preparation of carbon/poly-ether-ether-ketone (PEEK) tape with random pattern.

The test setup including the AFP head and the DIC system is shown in Figure 17. The cameras
were distanced 8 inches apart and were positioned at about a 40-degree stereo angle. The light source
was placed between the cameras to create proper lighting conditions without creating reflections in the
pictures. As AFP laid the composite tows, a series of photos were taken at a rate of 10 pictures per
second, providing the opportunity to measure transient strain from the initial layup moment until it
was cooled down to about room temperature.

 
Figure 17. Setup for strain measurements during AFP manufacturing: (1) AFP head mounted on a
robotic arm, (2) hot gas torch, (3) compaction roller, (4) DIC camera system, and (5) halogen lamp [19].
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3.1.3. DIC Measurements

Strain measurement: To measure strain build-up after AFP layup, it was assumed that, at the
moment in which the tow passed under the roller and came out, there was no strain along the width
and length of the tow. For DIC calculations, VIC-3D software from Correlated Solutions, Irmo, SC, USA
was used, and a subset size of 35 pixels (i.e., spatial resolution 35 × 35 of pixels) with a step size (i.e.,
the spacing of the points that are analyzed during correlation) of 3 pixels was selected. A default value
of 0.05 for the pixel confidence margin was set for the matching process using the covariance matrix
of the correlation equation in VIC-3D software. Two 5 Megapixel cameras (monochrome CCD with
2/3-inch sensor from Point Grey) attached to Schneider 28 mm lenses were used in this experiment.
Figure 18a shows this moment; three virtual strain gages were located right after the roller within
a distance of 0.5 inches from one another along the length of the tow. Just after passing the roller,
strains started building up, as it is shown in Figure 18b, due to heat dissipation to the environment and
the substrate. As one can expect, the highest lateral strain build up was measured at Gage 1 (about
10,000 microstrains) since the temperature drop (ΔT) would be higher than other two gages (i.e., Gage
2 and 3) after 60 s of layup. Fast strain build up can be seen in all three gages during the first 10 s after
layup, which emphasizes the significance of the first few seconds just after the AFP head laid down the
composite tow. It should be mentioned that in Figure 18b, photos that were taken between 5–7 s after
layup were removed from the strain analysis because during this interval the AFP head moved up
after finishing the layup, causing tool vibration and consequently creating errors in the photos [19].

 

6.35 mm

Figure 18. (a) Virtual gage locations just after layup. (b) Lateral strain variation after layup [19].

Deformation measurement: To measure lateral deformation after AFP layup, the initial condition
(T = 0 s) was assumed to be at the moment the tow came out under the roller (i.e., all deformations
were zero at this time). The distribution of lateral deformation across the width and along the length of
the tow is shown in Figure 19a after 60 s of layup. As it can be seen, due to cooling of the composite
tow, contraction happened across the width of the tow (i.e., positive deformation (red color) on the left
side and negative deformation (purple color) on the right side of the tow). Along the length of the tow,
the lateral deformation gradient was higher at the top side of the tow because it was closer to the AFP
head, considering the layup direction, and consequently had higher temperature drop out (ΔT). The
variation of lateral deformation during the first 60 s after layup across the width of the tow in Section 1
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(see Figure 19a) is plotted in Figure 19b. As can be seen, lateral deformation increased rapidly during
the first 10 s after layup and stabilized after about 60 s [19].

 
Figure 19. (a) Distribution of the lateral deformation along the width and length of the composite tow
one minute after layup. (b) Variation of lateral deformation along the width of the composite tow one
minute after layup [19].

3.2. Inspection of the Automated Fiber Placement (AFP) Process

3.2.1. Synopsis

Automated fiber placement (AFP) is a composite manufacturing technique in which narrow
composite tows consisting of fiber and matrix are pushed against the tool surface. While the head of the
AFP machine is laying the composite tows, heat and pressure are applied simultaneously to consolidate
the laminate [20]. AFP is a relatively new manufacturing technique, and development of inspection
techniques to assure the quality of the composite part during the layup process is the topic of ongoing
research and development activities in the aerospace industry. Possible defects needed to be inspected
are gaps and overlaps between tows, deviation in fiber orientation and tow location, etc. [21]. Gaps and
overlaps are common defects during AFP, and several studies [22–24] have shown that they reduce
structural performance of composite laminates. Figure 20 shows a typical gap between two composite
tows. The gaps between tows make resin-rich areas and cause failure initiation points, while overlaps
create thickness build-up and cause out-of-plane waviness in adjacent plies and stress concentration.
In this study, the possibility of using DIC for inspecting gaps and overlaps was considered, and proof
of concept was demonstrated.

 
Figure 20. Gap size defect.
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3.2.2. Proof of Concept

In order to use DIC to measure the three-dimensional shape of composite tows and consequently
extract any gaps and/or overlaps between them, there should be enough random textures with contrast
on the tows and the substrate layer. However, composite tows made of carbon fiber and epoxy are
usually black, and they are laid on a black substrate as well (previous layer), which makes it difficult, if
not impossible, for DIC to capture the features of interest (i.e., gaps and overlaps). Applying a random
pattern using a marker or spray paint is not a viable option during inspection, as it takes time to apply
the pattern and it might introduce unwanted materials (i.e., marker ink) between composite layers.
In order to overcome this difficulty, a random pattern was projected by a digital projector to a set of
tows laid on a composite substrate. A regular digital projector (i.e., a computer data projector) with
full High-definition (1920 × 1080 pixels) capability was placed at the correct distance from the sample
under inspection and projected a pattern to the area of interest. Since only the shape measurement
was of interest in this application, and not strain measurement, there was no need for a pattern to be
actually applied on the surface, and only projection served this purpose. After a regular calibration
procedure, stereo DIC was used to evaluate the possibility of detecting the tows’ locations and the gap
between them.

Figure 21a shows a flat panel consisting of a substrate layer and two tows, in which a random
pattern was projected on them. As it can be seen from Figure 21c, DIC was able to detect both tows’
locations and the gap between the ends of the tows. However, the shape measurement results were
relatively noisy for inspection purposes; the main reason for this was due to the quality of the projected
pattern on the composite layer. Since a digital projector was used, not only were the white dots
projected, but the black background of the pattern was also projected, which made the pattern look
noisy on the composite layer. It was suggested that an optical projector should be used instead of a
digital projector to avoid this issue.

Figure 21. (a) Two composite tows on a composite substrate. (b) Random pattern projection. (c) DIC
shape measurement results, z-axis represents thickness direction.

In order to evaluate the potential of DIC to measure gaps and overlaps, assumed to be of good
quality and have a random pattern, a spray technique was used to generate white dots randomly on a
gap and overlap features between two tows, as shown in Figure 22. For evaluation purposes, two tows
were placed in such a way to create a continuously decreasing gap, and the other two tows were placed
to simulate continuously decreasing overlap. It was found that, if a good random pattern quality is
used, gaps and overlaps as small as about 0.4 mm could be detected.
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Figure 22. (a) Overlap between two tow detections. (b) Gap detection, z-axis represents thickness direction.

Furthermore, other types of defects beside gaps and overlap that might occur during AFP can
be detected and inspected by DIC. Two examples of such defects are twisted tow and damaged tow.
During AFP and when the AFP head places composite tows on the substrate, the placed tows might get
twisted, which is referred to as a twisted tow defect, or the fibers might be pulled out by the compaction
roller creating a damaged tow defect. Figure 23 shows the capability of DIC to detect such defects.

 
Figure 23. AFP defect detection by DIC: (a) twisted tow and (b) damaged tow.

4. Discussion

Application of 3D DIC in composite structural testing is presented using a few case studies
performed at CONCOM over the years. It was found that the accuracy of the technique in strain
measurements of composites was limited to about 200 microstrains; therefore, it may not be an
appropriate measurement technique in structural testing in which few strains are expected.

Furthermore, two new applications for DIC in manufacturing and inspecting of thermoplastic
composites developed at CONCOM are presented, and proof of concepts are demonstrated. It was
demonstrated that 3D DIC can be used for composite ply inspection during manufacturing using AFP.
However, an optical random pattern projector needs to be developed for this purpose.
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Abstract: Numerous variables can introduce errors into the measurement chain of a digital image
correlation (DIC) system. These can be grouped into two categories: measurement quality and the
correlation principle. Although previous studies have attempted to investigate each error source in
isolation, there are still no comprehensive, standardized procedures for calibrating DIC systems for
full-field strain measurement. The aim of this study, therefore, was to develop an applied experimental
method that would enable a DIC practitioner to perform a traceable full-field measurement calibration
to evaluate the accuracy of a particular system setup in a real-world environment related to their
specific application. A sequence of Speckle Pattern Boards (SPB) that included artificial deformations
of the speckle pattern were created, allowing for the calibration of in-plane deformations. Multiple
deformation stages (from 10% to 50%) were created and measured using the GOM ARAMIS system; the
results were analysed and statistical techniques were used to determine the accuracy. The measured
strain was found to be slightly over-estimated (nominally by 0.02%), with a typical measurement error
range of 0.34% strain at a 95% confidence interval. Location within the measurement volume did not
have a significant effect on error distributions. It was concluded that the methods developed could be
used to calibrate a DIC system in-situ for full-field measurements of large deformations. The approach
could also be used to benchmark different DIC systems against each other or allow operators to better
understand the influence of particular measurement variables on the measurement accuracy.

Keywords: DIC; traceable calibration; accuracy; error

1. Introduction

Digital image correlation (DIC) is one of a number of optical full-field technologies used to measure
the shape and deformation characteristics of a wide range of materials. The theory and principles of
DIC can be read in various publications [1,2]. Due to the multi-faceted nature of DIC systems, there are
numerous variables that can introduce errors into the measurement chain, which can be grouped into
two categories: measurement quality (imaging hardware, lighting, etc.) and the correlation principle
(algorithm, processing variables, speckle pattern, etc.) [3].

All DIC systems require a system calibration to be performed before a measurement can commence
and numerous articles have been published outlining the best practice [4–10]. A system calibration
enables image points on the camera’s CCD to be transformed to the corresponding 3D coordinates
of that point and determines imaging parameters such as lens distortion, camera positions, and
orientations [11]. The quality of the calibration process is usually reported by means of a calibration
score, which is typically based on the difference between the reconstructed point and the extracted
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point [6]. This score, however, does not indicate the uncertainty in a subsequent strain measurement as
it does not take into account correlation errors.

Numerous studies have attempted to investigate each error source in isolation; a study by Haddadi
used a combination of experimental and numerical techniques to decouple sources of error, including
the environment, lighting, speckle pattern, subset size, grid pitch, translations, and rotations of the
sample [3]. Testing was based on the rigid-body motion of an undeformed sample, where measured
strain was equated to measurement error as, theoretically, it should have been zero. Strain errors of
up to 5 × 10−3 were reported for each source. The method used by Haddadi has the benefit of being
simple; however, it does not take into account any errors associated with the distortion of subsets
during large deformations.

The focus of this study, however, is to develop an applied experimental method that will enable
a DIC practitioner to perform a traceable full-field measurement calibration to evaluate a particular
equipment setup in a real-world environment related to their specific application. Even though a
number of 2D and 3D DIC systems are commercially available and there has been considerable growth
in the use of DIC, the procedures for calibrating DIC systems for full-field strain measurement have
lagged behind [12]. Recent initiatives have led to the publication of A Good Practices Guide for
Digital Image Correlation [10], which considers the influence of variance errors and bias errors on
measurement uncertainty. The guide recommends computing spatial and temporal standard deviations
of the quantity of interest from images of a static, undeformed test piece to quantify variance errors.
It also suggests a number of options for investigating bias errors by analysing the rigid body motion of
the test piece, but it acknowledges that these approaches are not sufficient to fully evaluate all bias
errors. This is because the quantification of bias errors requires the true value of a quantity of interest
to be known [10].

A measurement calibration is used to understand the performance of a measurement system through
the comparison of measurements made against a reliable, calibrated source [12]. Calibrations can be
used to explore the influence of variables in the measurement process on the accuracy of a measurement.
Understanding these influences improves confidence in the reliability of both singular and comparative
measurements, as well as supporting the refinement of experimental design. The challenges faced in
the creation of experimental calibration methodologies for optical techniques include controlling the
uniformity and intensity of strain fields [13], establishing a traceable calibration measurement, and
calibrating measurements that are both full-field and dynamic [14].

In recent years, several attempts have been made to address this need through the employment of a
traceable ‘reference material’ or ‘material measure’ suitable for a range of different optical measurement
systems. Calibration is achieved through the comparison of optically measured deformations and
theoretical predictions. A number of material measures have been proposed for evaluating both static,
in-plane strains [15] and out-of-plane displacements during dynamic loading [16,17]. In all cases,
however, a metallic material measure was used, which significantly limits the maximum strains and
displacements that can be evaluated. Given the range of applications for which DIC is used, it would
be beneficial to be able to evaluate strains associated with much larger deformations.

An alternative approach to creating a physical material measure is to apply artificial deformations
to a reference image. One method is to use an image from an experiment as the reference image as this
provides a genuine representation of a real speckle pattern. Synthetic patterns have also been created
using software packages as this technique allows greater control of speckle characteristics [13,18].
Either the real or synthetic image is then deformed artificially in a known manner, although care needs
to be taken to minimize additional errors introduced through the transformation procedure, such as
the interpolation technique [19]. This approach has been successfully used to assess errors due to the
correlation principle [20], but a physical embodiment of the deformed images would be required to
evaluate a complete system. Fazzini et al. [21] attempted to do this by presenting synthetic images on
an LCD screen that were then captured by a stereo camera system; however, any errors introduced in
the presentation of the images are unknown.
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The aim of this paper is to create an experimental method to enable a traceable measurement
calibration to be established for a complete DIC system in a real-world environment. The proposed
method will enable the calibration of full-field measurements of large deformations. Although surface
deformations can occur in three dimensions, due to the difficulties in creating traceable non-planar
strain states, this method will focus on calibrating for in-plane deformations only.

2. Materials and Methods

2.1. DIC System

The 3D-DIC system used in this work was the ARAMIS system from GOM (Braunschweig,
Germany) employing two Photron (Tokyo, Japan) SA1.1 monochrome high-speed video cameras in a
stereo arrangement. The use of a 3D system is recommended, even for planar test pieces undergoing
planar deformation, to avoid the introduction of errors due to misalignment of the test piece [10].
The Photron cameras have a 1024 × 1024 pixel resolution, with a pixel dimension of 20 × 20 μm.
High-speed cameras were not a necessity for this study, but were used due to availability. Titanar
lenses with a fixed focal length of 50 mm were attached to each camera.

2.2. Material Measure Design

The basis of a calibration is to compare a known input with a measured output which, in a DIC
application, involves measuring a set of defined deformation states. In order to establish confidence
in the values delivered by the calibration methodology, the defined deformations against which
measurements are compared must have a known accuracy. This is usually known through a traceability
chain; a series of measurement standards that allow the accuracy of a measurement to be traced back,
via a hierarchy of calibrations, to a national or international standard [14].

A material measure is “a device intended to reproduce or supply, in a permanent manner, values of
a given quantity” [22]; in this case, deformation values. The material measure facilitates a meaningful
measurement calibration by being traceable back to a suitable standard level, i.e., the inaccuracy of the
material measure is known. The final uncertainty measurement that is obtained through a calibration
is the sum of the inaccuracy of the material measure, plus the uncertainty contributions that are a result
of the measurement process.

Strain, which is the quantity that will be used to reflect deformation, is derived from a relative
change in length and DIC essentially measures length changes to compute strain; length, therefore, is
the obvious measurement chain for traceability [12], especially for large deformations.

DIC systems make measurements by tracking a number of surface points created from subsets
within the digital images of a surface undergoing a deformation. A non-periodic stochastic pattern,
referred to as a ‘speckle pattern’, is usually applied to the surface of interest to create suitable intensity
fields for data point creation and to aid in the unique correspondence of subsets between images.
This pattern adheres to and deforms with the surface during deformation and measurements are thus
derived from relative movements of the surface pattern.

The synthetic speckle pattern approach was deemed the most appropriate as it enabled full control
of speckle characteristics and the pattern could be deformed in a known manner to create multiple
stages of deformation. The patterns were printed onto separate rigid boards to produce high-resolution
material measures that could be imaged individually by the DIC sensors; the stages of the deformation
could be precisely controlled and, more importantly, measured and traced.

2.3. Pattern Creation

To determine the dimensions of the speckle pattern, its features, and the print resolution, the area
of the object plane sampled by each pixel on the camera sensor needed to be established. A target field
of view of approximately 360 × 360 mm at the centre of the measurement volume was specified, which
could be achieved using the optical parameters provided in Table 1.
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Table 1. Field of View Summary.

Lens Focal
Length (mm)

Sensor Size
(mm)

Lens-Object
Distance (mm)

Lens-Image
Distance (mm)

Angle of View
(Degrees)

Field of View
(mm)

50 20.48 930 52.84 21.9 360.5

Based on the pixel resolution (1024 × 1024) of the camera’s charge-coupled device (CCD) and
the target field of view, it was determined that each pixel at the image plane (CCD) would sample
approximately 0.35 × 0.35 mm (0.12 mm2) at the object plane; a plane parallel to the image plane at the
centre of the measurement volume. Pattern features were defined to be a minimum of four times this
area (≈0.49 mm2), so as to be oversampled to achieve an accurate measurement of deformations [23].
The print resolution used to print a single feature of 0.12 mm2 was established to be approximately
72 dots per inch (dpi) (2.84 dpmm), hence a 2 × 2 pixel block, at this resolution, would achieve the
pattern feature with an area of 0.49 mm2.

Speckle patterns were created using a custom Matlab (Mathworks, USA) code that allowed the
definition of pattern size, number and size of pattern features, and the greyscale value range of the
pixels for each feature created. A pattern was created at a size of 200 × 200 pixels, as shown in Figure 1,
which, at 72 dpi, equated to a ‘test specimen’ of approximately 70.55 × 70.55 mm at the reference stage
prior to deformation.

(a) (b) 

Figure 1. Speckle pattern generated using MATLAB. (a) Complete pattern and (b) magnified view of
area highlighted in (a).

2.4. Pattern Deformation

To aid in accurate deformation of the pattern, the resolution of the pattern image was increased by
a factor of ten using Adobe Photoshop image editing software (Adobe, San Jose, CA, USA). The result
was that every original individual pixel comprised a 10 × 10 block of identical smaller pixels, each
pixel with dimensions of 0.012 × 0.012 mm (≈0.049 mm2), requiring a printing resolution of 720 dpi
(28.3 dpmm).

Deformation stages of 0%, 10%, 20%, 30%, 40%, and 50% strain were created by deforming the
created pattern in the vertical direction using the image editing software. To induce a simulated
deformation, the size of the image was increased and then resampled after it had been resized. To create
the 10% strain state, for example, the image size was increased in the vertical direction by 10% from
70.56 mm to 77.62 mm and the number of pixels was increased by 200 pixels from 2000 pixels to
2200 pixels.

234



Appl. Sci. 2019, 9, 2828

Resampling was conducted using the ‘nearest neighbour’ interpolation algorithm within the
software, meaning the cumulative effect of deforming each 10 × 10 pixel block by 10% increased the
size of each original speckle feature by exactly one new pixel in the direction of deformation. Therefore,
the exact deformation across the entire pattern could be maintained, whilst remaining within the
acceptable limits of printing technology.

2.5. Embodiment

The patterns for each deformation stage were incorporated into a speckle pattern board (SPB)
design, shown in Figure 2. The SPB included calibration lines around the perimeter of the image, added
after ‘deformation’ in the imaging software, to facilitate the calibration of each board and circular
markers for alignment. A complete set of SPBs are included as Supplementary Files. The SPB designs
were printed on 100% cotton Hahnemühle fine art paper (308 g/sqm) with a matt finish using an Epson
(Suwa, Japan) 11,880 inkjet printer containing UltraChrome Pro inks at 1440 dpi, twice the new pattern
resolution, to attain a high print accuracy.

(a) (b) 

Figure 2. Speckle pattern board (SPB) design for (a) 0% and (b) 30% strain.

2.6. Material Measure Calibration

The material measure SPB panels for every deformation stage were calibrated through the
measurement of the speckle pattern dimensions using a SmartScope Flash 200 multi-sensor optical
measuring machine (OMM) (Rochester, NY, USA). The OMM had been calibrated with traceability by
the National Institute of Standards and Technology (N.I.S.T), with the length measurement error being
a function of the length measured (L), defined as

Machine Error (mm) =
(
0.002 +

6L
106

)
(1)

Ten separate measurements of the total pattern length were made along the axis of deformation
for each deformation stage panel and an average pattern length was calculated, shown in Table 2.
OMM measurements were corrected for the machine error, calculated using Equation (1) for each stage.

The results showed that each pattern appeared to be printed slightly longer than designed, by
approximately 0.1–0.2 mm. It was necessary, therefore, to determine if the error was cumulative
across the whole pattern, so that deformation values could be adjusted accordingly for the actual
printed lengths.
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The standard deviations for the pattern length measurements (Table 2) demonstrated that the
metrology system was able to measure the pattern length to a high level of repeatability. However,
inevitable bleeding of the printed ink on the paper substrate meant that there was error associated with
identifying the edge of the pattern using the OMM. Determining the magnitude of this error would
enable it to be accounted for in the calibration measurement.

Table 2. Pattern Length Measurements.

Deformation
Stage (% Strain)

Average Measured
Length (mm) (±1SD)

Machine Error
(mm)

Corrected Average
Length (mm)

Designed
Length (mm)

Average Error
(mm)

0 70.706 (±0.002) 0.002 70.704 70.556 0.148 (±0.002)
10 77.740 (±0.002) 0.002 77.738 77.611 0.127 (±0.002)
20 84.821 (±0.002) 0.003 84.818 84.667 0.151 (±0.002)
30 91.861 (±0.002) 0.003 91.858 91.722 0.136 (±0.002)
40 98.930 (±0.002) 0.003 98.927 98.778 0.149 (±0.002)
50 106.035 (±0.002) 0.003 106.032 105.833 0.199 (±0.002)

Distances between the incremental calibration lines printed around the perimeter of the patterns
were measured on each board along the deformation axis. Measurements were made for the ten divisions
created by the calibration lines and compared with the theoretical separation calculated as one tenth
of the total pattern length. Any edge detection error incorporated as part of the whole pattern length
measurement was divided by ten and was thus deemed negligible in the measurements. The errors in
these measurements were found to be normally distributed (based on an Anderson–Darling statistical
test, p < 0.05), with a mean error of 0 mm and a standard deviation of 0.013 mm. Consequently, with
a 95% confidence, the maximum error in a length measurement as a result of the edge detection error
would be ±0.026 mm which, at the print resolution of 1440 dpi, was the equivalent of approximately one
pixel at either end of the pattern. These results also indicated that the error in the length of the printed
pattern was evenly distributed across the pattern.

Detailed calibration results for each deformation stage are presented in Table 3. The results show
relatively consistent error across all strain states, with mean strain values within 0.1% of the desired
strain. This is small relative to the total strain and for applications involving the measurement of these
larger strains, the material measures developed can be considered suitable for measurement calibration.

Table 3. Material measure calibration results.

Def. Stage (%
Strain)

Measured Length (±
Edge Detection) (mm)

Length Minus Edge
Detection Error (mm)

Length Plus Edge
Detection Error

(mm)

Min Material Measure
Deformation (% Strain)

Max Material Measure
Deformation (% Strain)

0 70.704 (±0.026) 70.678 70.730 0 0
10 77.738 (±0.026) 77.712 77.764 9.87 10.02
20 84.818 (±0.026) 84.792 84.844 19.88 20.04
30 91.858 (±0.026) 91.832 91.884 29.83 30.00
40 98.927 (±0.026) 98.901 98.953 39.83 40.01
50 106.032 (±0.026) 106.006 106.058 49.87 50.06

2.7. System Calibration Test Procedure

The Photron cameras were set up to achieve the field of view outlined in Table 1 and aligned
to share a common centre point at a distance of 930 mm from the lens. Two ARRILUX 400 ‘Pocket
Par’ (Munich, Germany) spotlights were positioned either side of the cameras to achieve appropriate
lighting of the measurement volume. Lighting position and intensity were adjusted to achieve sufficient,
uniform image contrast, comparable across both cameras when configured with a lens aperture of
f16 and a camera shutter speed of 1/10,000 s. System calibration was completed in line with the
manufacturer’s guidelines. The SPB panels were mounted on a tripod at the centre of the camera
views, as shown in Figure 3a, and sequential images of each deformation stage were captured by
changing the SPB. SPBs were only placed in front of lights for short periods of time so as to minimize
any effects of humidity and heating of the pattern boards. To determine if the accuracy was affected
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by the position within the measurement volume, the test was repeated with the SPBs placed at the
locations illustrated in Figure 3b.

  
(a) (b) 

Figure 3. (a) Camera set-up and (b) measurement locations across the calibrated volume.

The pattern was positioned approximately parallel to the camera image plane; as a 3D system was
being used, more precise alignment was not deemed necessary. Recorded images were imported into
the ARAMIS software and processed with a square subset size of 20 × 20 pixels and a computational
step size of 13 pixels.

2.8. Data Analysis

DIC is a full-field measurement generating a large number of data points and measurement
calibration is thus not simply a task of comparing two values. An evaluation of the measurement
accuracy was achieved by considering distributions of measurements and not individual values.
Measurement accuracy was defined by the distribution of measurement error: the difference between
deformation measurements and the SPB calibration deformation (from Table 3). An Anderson–Darling
(A–D) statistical test was employed to test whether the measurement error data for each stage was
normally distributed, with the null hypothesis rejected at a significance level of 5%.

A comparison of the error distributions from different measurements allowed the effect of position
within the measurement volume on measurement accuracy to be established. A comparison of
distributions was conducted using a two-sample Kolmogorov–Smirnov (K–S) test; a non-parametric
test that compares the cumulative distributions of two data sets, testing the probability that the
two data sets are sampled from the same distribution. A p-value is calculated from the maximum
difference between the cumulative distributions (K–S statistic) and the sample size. The p-value
gives the probability that if the two data sets were randomly sampled from the same population, the
distributions would be as far apart as observed. The smaller the p-value, the more likely data sets are
from populations with different distributions; conversely, the larger the p-value, the more likely data
sets are from populations with the same distributions.

The null hypothesis that the data sets were drawn from populations with the same distribution
was rejected for p-values equal to or below a 5% level of significance. If the null hypothesis was
not rejected, it could then be concluded that the measured distributions have the same underlying
distribution, and therefore, position in the volume did not affect the measurement accuracy.

3. Results

An example of a measured strain distribution is illustrated in Figure 4 for the 30% deformation
stage. The measurement accuracy results for all deformation stages are presented in Table 4, which
indicates that the measured mean was very close to the calibrated mean for each deformation stage,
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with similar standard deviation values. The p-values from the A–D tests (Table 4) show that the null
hypothesis was accepted for all deformation stages, meaning the errors measured for each stage could
be assumed to be normally distributed.

  

Figure 4. An example strain measurement distribution for the 30% deformation stage with the Speckle
Pattern Board (SPB) located in the centre of the measurement volume.

Table 4. Measurement accuracy results calculated for each deformation stage with p-value results for
the Anderson–Darling statistical test for normality.

Deformation
Stage (% Strain)

Measured Mean
(±1 SD) (% Strain)

Calibrated
Deformation (% Strain)

Mean Measurement
Error (±1 SD) (% Strain)

p-Value

10 9.96 (±0.11) 9.95 0.01 (±0.11) 0.575
20 20.01 (±0.13) 19.96 0.05 (±0.13) 0.069
30 29.96 (±0.13) 29.92 0.04 (±0.13) 0.096
40 39.93 (±0.15) 39.92 0.01 (±0.15) 0.166
50 49.95 (±0.15) 49.97 −0.02 (±0.15) 0.098

In a normal distribution, 95% of the deformation error measurements at each stage should fall
within two standard deviations of the mean. Using this theory, the system measurement accuracy was
calculated and the results are shown in Table 5. The results for the measurement accuracy are relatively
consistent across all deformation stages, with the mean error being close to zero and within a ±0.5%
strain at a 95% confidence interval.

Table 5. Measurement accuracy results for each deformation stage at a 95% confidence level for
measured deformations and incorporating edge detection error for calibrated deformations.

Deformation Stage
(% Strain)

Measured Mean
(±2 SD) (% Strain)

Calibrated Mean
(% Strain)

Mean Accuracy
(% Strain)

0 0 0 0
10 9.96 (±0.22) 9.95 (±0.08) 0.01 (±0.30)
20 20.01 (±0.26) 19.96 (±0.08) 0.05 (±0.34)
30 29.96 (±0.26) 29.92 (±0.08) 0.04 (±0.34)
40 39.93 (±0.30) 39.92 (±0.08) 0.01 (±0.38)
50 49.95 (±0.30) 49.97 (±0.14) −0.02 (±0.44)

Mean Measurement Accuracy: 0.02 (±0.34)
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Measurement error distributions from the 50% deformation stage were used to compare measurements
from nine positions within the calibrated measurement volume. The statistical analysis (Table 6) shows
that for positions at the extremities of the volume, when compared with the deformation occurring
at the center, the null hypothesis was not rejected and, consequently, it could be assumed that all
measurements were drawn from the same distribution. These results indicate that all measurements
made were comparable and, therefore, measurement accuracy was unaffected by position within
the volume.

Table 6. p-values from two sample Kolmogorov–Smirnov (K–S) tests comparing error distributions at
the 50% deformation stage between measurements made at different locations within the measurement
volume relative to the centre position measurement.

Position Mean Error (% Strain) SD (% Strain) p-Value

Centre −0.02 0.15 -
Front Top Left −0.02 0.15 0.541

Front Top Right 0.00 0.14 0.387
Front Bottom Left −0.03 0.13 0.502

Front Bottom Right 0.00 0.11 0.161
Back Top Left −0.03 0.12 0.167

Back Top Right −0.04 0.13 0.146
Back Bottom Left −0.03 0.14 0.584

Back Bottom Right 0.00 0.132 0.522

4. Discussion

The aim of this paper was to develop an experimental method to enable a traceable measurement
calibration to be established for a complete DIC system in a real-world environment. A synthetic
speckle pattern, artificially deformed and printed onto speckle pattern boards, was deemed the
most suitable approach as speckle characteristics could be controlled and large deformations could
be studied.

Optical measurements of the printed boards indicated that the patterns were slightly longer than
designed by approximately 0.1–0.2 mm. Errors in identifying the edges of patterns and line features
using the OMM were ruled out as the main cause as they were found to be an order of magnitude
smaller at ±0.026 mm. The error was found to be evenly distributed across the pattern and relatively
consistent over multiple boards and is therefore likely to be related to the printer. By performing a
traceable calibration on the actual printed length, this printing error was accounted for in the final DIC
system evaluation.

Calibration of the GOM DIC system revealed minimal systematic error. The majority of the
measurement error (±0.4% strain) was a result of the distribution of random errors across the full-field
measurement. Unfortunately, it is not possible to compare these calibration values to other published
work as full-field calibrations of large deformations have not been published to date. However, the
measured errors are comparable in magnitude to those determined by Haddadi [3] using the rigid-body
motion of an undeformed sample to determine the measurement error. GOM, the manufacturer of
the DIC system, quote an accuracy of strain measurement up to 0.01% strain [24], but there is no
disclosure of the set-up and parameters that should be used to achieve this value or whether this is a
best case scenario.

The acceptability of the calibration achieved is very much dependent upon the application of the
DIC system and will differ between applications, but is certainly encouraging for those interested in
larger deformations. Improvements in the calibration can be achieved, as approximately one quarter
of the total measurement error is a result of the edge detection error introduced as part of the material
measure calibration. Reducing this error would improve the calibration results for each deformation
stage. This could be achieved through utilizing a higher print resolution or a change in printing
substrate to reduce ink bleeding.
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A limitation of the proposed methodology is that it only considers planar deformations, whereas
in real-world applications, deformations are much more complex. Simplification is a necessary first
step for controlling the uniformity and intensity of strain fields and calibrating the material measure.
Whilst an ideal material measure would include both in- and out-of-plane deformations, this presents
significant challenges. Advances in 3D printing may subsequently enable more complex material
measures to be created in the future, but, in the meantime, the proposed approach advances further
the recommendations in the latest guide to good practice [10] and will be sufficient for most DIC
practitioners wishing to establish a baseline measure of uncertainty.

The advantage of the developed calibration methodology is that it is a simple approach, and the
SPBs are cheap and easy to produce and can be adjusted to match the requirements of a particular
user or application. The material measure design could be further developed to include more complex
planar deformations, for example, the inclusion of strain gradients or multi-axial planar strains and for
larger overall deformations. Access to metrology facilities is required to calibrate the material measure,
but this is necessary if the calibration is to be traceable.

The approach could be exploited in a number of different ways to understand the performance
of 3D-DIC measurement techniques. The most obvious is in the benchmarking and comparison of
DIC system performance. Having a traceable material measure would allow particular measurement
variables to be isolated and its effect on the measurement accuracy at different deformation stages
to be ascertained; for example, lens types or computational parameters. This would support the
development of methodologies and set-ups, as well as promote a meaningful analysis of DIC results.

5. Conclusions

A method has been presented that allows the experimental calibration of a 3D-DIC system using
a novel, traceable, material measure consisting of a synthetic speckle pattern, artificially deformed and
printed onto speckle pattern boards. A traceable calibration was performed on the printed boards
to enable any deviations in the printed pattern length from the designed length to be accounted
for. Using these material measures, a commercially available DIC system was calibrated for planar
deformations at five deformation stages up to s 50% strain and at nine locations within the measurement
volume. Measured strain was found to be slightly overestimated, on average, by a nominal value
of approximately 0.02% strain, with a typical measurement error range of ±0.34% strain at a 95%
confidence interval. Location within the measurement volume was not found to have a significant
effect on error distributions. The methodology has the potential to enable DIC practitioners to be able
to assess the accuracy of their system in their particular working environment. It could also be applied
in future research to enable system benchmarking and comparisons, as well as to further evaluate the
performance of DIC measurement systems, particularly for those interested in larger deformations.

Supplementary Materials: Supplementary materials are available online at http://www.mdpi.com/2076-3417/9/
14/2828/s1.

Author Contributions: Conceptualization, R.B., J.R., and A.H.; formal analysis, R.B., J.R., and A.H.; funding
acquisition, J.R. and A.H.; investigation, R.B.; methodology, R.B., J.R., and A.H.; project administration, J.R., A.H.,
P.S., and T.L.; supervision, J.R., A.H., P.S., and T.L.; writing—original draft, R.B., J.R., and P.S.

Funding: This research was funded by adidas AG.

Conflicts of Interest: The authors declare no conflicts of interest.

References

1. Sutton, M.; Wolters, W.; Peters, W.; Ranson, W.; McNeill, S. Determination of displacements using an
improved digital correlation method. Image Vis. Comput. 1983, 1, 133–139. [CrossRef]

2. Schreier, H.; Orteu, J.J.; Sutton, M.A. Image Correlation for Shape, Motion and Deformation Measurements;
Boston, M.A., Ed.; Springer: Berlin/Heidelberg, Germany, 2009. [CrossRef]

240



Appl. Sci. 2019, 9, 2828

3. Haddadi, H.; Belhabib, S. Use of rigid-body motion for the investigation and estimation of the measurement
errors related to digital image correlation technique. Opt. Lasers Eng. 2008, 46, 185–196. [CrossRef]

4. Reu, P. Calibration: Care and Feeding of a Stereo-rig. Exp. Tech. 2014, 38, 1–2. [CrossRef]
5. Reu, P. Calibration: Sanity Checks. Exp. Tech. 2014, 38, 1–2. [CrossRef]
6. Reu, P. Calibration: Stereo Calibration. Exp. Tech. 2014, 38, 1–2. [CrossRef]
7. Reu, P. Calibration: A good calibration image. Exp. Tech. 2013, 37, 1–3. [CrossRef]
8. Reu, P. Calibration: 2D Calibration. Exp. Tech. 2013, 37, 1–2. [CrossRef]
9. Reu, P. Calibration: Pre-Calibration Routines. Exp. Tech. 2013, 37, 1–2. [CrossRef]
10. International Digital Image Correlation Society. A Good Practices Guide for Digital Image Correlation; Jones, E.M.C.,

Iadicola, M.A., Eds.; International Digital Image Correlation Society: Portland, OR, USA, 2018.
11. Becker, T.; Splitthof, K.; Siebert, T.; Kletting, P. Error estimations of 3D digital image correlation measurements.

In Proceedings of the SPIE 6341, Speckle06: Speckles, From Grains to Flowers, 63410F, Nimes, France,
15 September 2006; Slangen, P., Cerruti, C., Eds.; [CrossRef]

12. Patterson, E.A.; Hack, E.; Brailly, P.; Burguete, R.L.; Saleem, Q.; Siebert, T.; Tomlinson, R.A.; Whelan, M.P.
Calibration and evaluation of optical systems for full-field strain measurement. Opt. Lasers Eng. 2007, 45,
550–564. [CrossRef]

13. Amiot, F.; Bornert, M.; Doumalin, P.; Dupré, J.-C.; Fazzini, M.; Orteu, J.-J.; Poilâne, C.; Robert, L.; Rotinat, R.;
Toussaint, E.; et al. Assessment of Digital Image Correlation Measurement Accuracy in the Ultimate Error
Regime: Main Results of a Collaborative Benchmark. Strain 2013, 49, 483–496. [CrossRef]

14. Hack, E.; Burguete, R.; Siebert, T.; Davighi, A.; Mottershead, J.; Lampeas, G.; Ihle, A.; Patterson, E.A.; Pipino, A.
Validation of full-field techniques: discussion of experiences. In Proceedings of the ICEM 14–14th International
Conference on Experimental Mechanics, Poitiers, France, 4–9 July 2010; Volume 6, pp. 46004–46007. [CrossRef]

15. Sebastian, C.; Patterson, E.A. Calibration of a Digital Image Correlation System. Exp. Tech. 2015, 39, 21–29.
[CrossRef]

16. Davighi, A.; Burguete, R.L.; Feligiotti, M.; Hack, E.; James, S.; A Patterson, E.; Siebert, T.; Whelan, M.P.
The Development of a Reference Material for Calibration of Full-Field Optical Measurement Systems for
Dynamic Deformation Measurements. Appl. Mech. Mater. 2011, 70, 33–38. [CrossRef]

17. Hack, E.; Lin, X.; A Patterson, E.; Sebastian, C.M. A reference material for establishing uncertainties in
full-field displacement measurements. Meas. Sci. Technol. 2015, 26, 075004. [CrossRef]

18. Balcaen, R.; Wittevrongel, L.; Reu, P.L.; Lava, P.; Debruyne, D. Stereo-DIC Calibration and Speckle Image
Generator Based on FE Formulations. Exp. Mech. 2017, 57, 703–718. [CrossRef]

19. Bornert, A.; Doumalin, P.; Dupré, J.-C.; Poilâne, C.; Robert, L.; Toussaint, E.; Wattrisse, B. Short remarks about
synthetic image generation in the context of sub-pixel accuracy of Digital Image Correlation. In Proceedings
of the ICEM 15–15th International Conference on Experimental Mechanics, Porto, Portugal, 22–27 July 2012.

20. Bornert, M.; Brémand, F.; Doumalin, P.; Dupré, J.-C.; Fazzini, M.; Grédiac, M.; Hild, F.; Mistou, S.; Molimard, J.;
Orteu, J.-J.; et al. Assessment of Digital Image Correlation Measurement Errors: Methodology and Results.
Exp. Mech. 2009, 49, 353–370. [CrossRef]

21. Fazzini, M.; Mistou, S.; Dalverny, O. Error assessment in Image Stereo-correlation. In Proceedings of the
ICEM 14–14th International Conference on Experimental Mechanics, Poitiers, France, 4–9 July 2010; Volume 6,
p. 31009. [CrossRef]

22. Hack, E.; Burguete, R.; Patterson, E.A. Traceability of Optical Techniques for Strain Measurement.
Appl. Mech. Mater. 2005, 3–4, 391–396. [CrossRef]

23. Sutton, M.A.; McNeil, S.R.; Helm, J.D.; Chao, Y.J. Advances in Two-Dimensional and Three-Dimensional
Computer Vision. In Photomechanics; Rastogi, P.K., Ed.; Springer: Berlin/Heidelberg, Germany, 2000;
pp. 323–372.

24. GOM. ARAMIS User Manual RevA—Software; GOM: Braunschweig, Germany, 2009.

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

241





MDPI
St. Alban-Anlage 66

4052 Basel
Switzerland

Tel. +41 61 683 77 34
Fax +41 61 302 89 18

www.mdpi.com

Applied Sciences Editorial Office
E-mail: applsci@mdpi.com

www.mdpi.com/journal/applsci





MDPI  
St. Alban-Anlage 66 
4052 Basel 
Switzerland

Tel: +41 61 683 77 34 
Fax: +41 61 302 89 18

www.mdpi.com ISBN 978-3-03928-515-0 


	Blank Page



